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Introduction
This standard encompasses the following:

Clause 1 describes the scope of this standard.

Clause 2 provides the normative references for this standard.

Clause 3 provides definitions, abbreviations, and conventions for this standard.

Clause 4 provides the physical and electrical requirements of the parallel bus interface.
Clause 5 provides the signal assignments and descriptions of the parallel bus interface.
Clause 6 describes the operating requirements of the parallel bus interface.

Clause 7 describes translation of ATA8-ACS fields into parallel register accesses.
Clause 8 describes the ATA8-AAM protocols implemented by the parallel bus interface.
Clause 9 describes timing requirements for the parallel bus interface.
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AMERICAN NATIONAL STANDARD INCITS ***-nnnn

American National Standard
for Information Systems —

Information Technology —
AT Attachment 8 - ATA/ATAPI Parallel Transport
(ATA8-APT)

1 Scope

This standard specifies the mandatory and optional operating features of a parallel bus transport for ATA
commands described in the AT Attachment 8 - Command Set (ATA8-ACS) standard. It provides a common
attachment interface for systems manufacturers, system integrators, software suppliers, and suppliers of
intelligent storage devices.

This document specifies the connectors and cables, electrical and logic parameters for the interconnect
between a device and the host, and the transport protocols for transporting commands, data, status, and
other relevant communications across a parallel bus interface. This document also describes the mapping of
command parameters from ATA8-ACS to registers and interface actions on the parallel bus communications
path.

Figure 1 shows the relationship between the various ATA standards. For further information on the

relationship between the documents and the ATA operating model refer to the AT Attachment 8 — ATA/ATAPI
Architecture Model standard (ATA8-AAM).
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Related host standards
and specifications
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Figure 1 — ATA document relationships

This standard maintains compatibility with the AT Attachment with Packet Interface -7 standard (ATA/ATAPI-

7), INCITS 397-2005, and while providing additional functions, is not intended to require changes to presently
installed devices or existing software.
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2 Normative references

The following standards contain provisions that, through reference in the text, constitute provisions of this
standard. At the time of publication, the editions indicated were valid. All standards are subject to revision,
and parties to agreements based on this standard are encouraged to investigate the possibility of applying the
most recent editions of the standards listed below.

Copies of the following documents can be obtained from ANSI: Approved ANSI standards, approved and
draft international and regional standards (1SO, IEC, CEN/CENELEC, ITUT), and approved and draft foreign
standards (including BSI, JIS, and DIN). For further information, contact ANSI Customer Service Department
at 212-642-4900 (phone), 212-302-1286 (fax), or via the World Wide Web at http://www.ansi.org.

Additional availability contact information is provided below as needed.
2.1 Approved references

2.1.1 Obtaining references

Copies of the following documents may be obtained from ANSI, an ISO member organization:
a) Approved ANSI standards;
b) Approved international and regional standards (ISO and IEC); and
c) Approved foreign standards (including JIS and DIN).

For further information, contact the ANSI Customer Service Department:
Phone +1 212-642-4900
Fax: +1 212-302-1286
Web: http://www.ansi.org
E-mail: ansionline@ansi.org

or the International Committee for Information Technology Standards (INCITS):

Phone +1 202-626-5738
Web: http://www.incits.org

E-mail: incits@itic.org
2.1.2 ANSI References
AT Attachment with Packet Interface Extension (ATA/ATAPI-7), [ANSI INCITS 397-2005]

To obtain copies of these documents, contact Global Engineering or INCITS. Additional information may be
available at http://www.t10.org and http://www.t13.0rg.

2.2 References under development

At the time of publication, the following referenced standards were still under development. For information on
the current status of the document, or regarding availability, contact the relevant standards body or other
organization as indicated.

AT Attachment-8 ATA/ATAPI Command Set (ATA8-ACS), [T13/1699-D]
AT Attachment-8 Architecture Model (ATA8-AAM) [T13/1700-D]

For more information on the current status of the T13 documents, contact INCITS.
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2.3  Other references
The following standard and specifications are also referenced.
PC Card Standard, February 1995, PCMCIA (68-pin Connector)

For the PC Card Standard published by the Personal Computer Memory Card International Association,
contact PCMCIA at 408-433-2273 or http://www.pcmcia.org.

CompactFlash™ Association Specification, Revision 4.1

For the CompactFlash™ Association Specification published by the CompactFlash™ Association, contact the
CompactFlash™ Association at http://www.compactflash.org.
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3 Definitions, abbreviations, and conventions

3.1 Definitions and abbreviations

For the purposes of this standard, the following definitions apply:

3.11

3.1.2
3.1.3

3.14

3.15

3.1.6

3.1.7

3.1.8

3.1.9

3.1.10

3.1.11

3.1.12

3.1.13
3.1.14
3.1.15
3.1.16
3.1.17
3.1.18

3.1.19

3.1.20

ATA (AT Attachment): ATA defines the physical, electrical, transport, and command protocols for
the internal attachment of storage devices to host systems.

ATAPI (AT Attachment Packet Interface) device: A device implementing the PACKET feature set.

bus release: For devices implementing the Tagged Command Queuing (TCQ) feature set (see
ATAB8-ACS), the term bus release is the act of clearing both DRQ and BSY to zero before the action
requested by the command is completed. This allows the host to select the other device or deliver
another queued command.

byte count: The value placed in the Byte Count register by the device to indicate the number of
bytes to be transferred during this DRQ assertion when executing a PACKET PIO data transfer
command.

byte count limit: The value placed in the Byte Count register by the host as input to a PACKET PIO
data transfer command to specify the maximum byte count that may be transferred during a single
DRQ assertion.

check condition: For devices implementing the PACKET Command feature set, this indicates an
error or exception condition has occurred.

command aborted: Command completion with ERR set to one in the Status register and ABRT set
to one in the Error register.

command acceptance: A command is considered accepted whenever the currently selected device
has the BSY bit cleared to zero in the Status register and the host writes to the Command register.
NOTE - An exception exists for the DEVICE RESET command (See ATA8-ACS)

Command Block registers: Interface registers used for delivering commands to the device or
posting status from the device.

command completion: Command completion is the completion by the device of the action
requested by the command or the termination of the command with an error, the placing of the
appropriate error bits in the Error register, the placing of the appropriate status bits in the Status
register, the clearing of both BSY and DRQ to zero, and Interrupt Pending.

command packet: A data structure transmitted to the device during the execution of a PACKET
command that includes the command and command parameters.

command released: When a device supports the Tagged Command Queuing (TCQ) feature set
(see ATA8-ACS), a command is considered released when a bus release occurs before command
completion.

Control Block registers: Interface registers used for device control and to post alternate status.
CRC (Cyclical Redundancy Check): A means used to check the validity of certain data transfers.
data-in: The protocol that moves data from the device to the host.

data-out: The protocol that moves data from the host to the device.

device: A storage peripheral (e.g., a disk drive).

device selection: A device is selected when the DEV bit of the Device register is equal to the
device number assigned to the device by means of a Device 0/Device 1 jumper or switch, or use of
the CSEL signal.

DMA (direct memory access) data transfer: A means of data transfer between device and host
memory without host processor intervention.

don’t care: A term to indicate that a value is irrelevant for the particular function described.
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3.1.21

3.1.22

3.1.23

3.1.24

3.1.25
3.1.26

3.1.27

3.1.28

3.1.29

3.1.30

3.1.31

3.1.32

3.1.33

3.1.34

3.1.35

3.1.36

3.1.37

3.1.38

driver: The active circuit inside a device or host that sources or sinks current to assert or negate a
signal on the bus.

DRQ data block: A unit of data words transferred during a single assertion of DRQ when using PIO
data transfer.

host: The computer system executing the software or firmware controlling the device and the
adapter hardware for the ATA interface to the device.

Interrupt Pending: An internal state of a device. In this state, the device asserts INTRQ if nIEN is
cleared to zero and the device is selected.

LBA (logical block address): The value used to reference a logical sector.

logical sector: A set of data words accessed and referenced as a unit. This is also known as a
logical block.

packet delivered command: A command that is delivered to the device using the PACKET
command via a command packet that contains the command and the command parameters. See
also register delivered command.

PIO (programmed input/output) data transfer: PIO data transfers are performed by the host
processor utilizing accesses to the Data register.

gueued: Command queuing allows the host to issue concurrent commands to the same device.
Only commands included in the Tagged Command Queuing feature set (see ATA8-ACS) may be
gueued. In this standard, the queue contains all commands for which command acceptance has
occurred but command completion has not occurred.

read command: A command that causes the device to transfer data from the device to the host
(e.g., READ SECTOR(S), READ DMA, etc.).

register: A uniguely addressable location in a device that is read or written to transfer parameters,
initiate a command, control bus activity, or obtain status.

register delivered command: A command that is delivered to the device by placing the command
and all of the parameters for the command in the device Command Block registers. See also
PACKET delivered command.

register transfers: The host reading and writing any device register except the Data register.
Register transfers are 8 bits wide.

released: In a parallel interface implementation, indicates that a signal is not being driven. For
drivers capable of assuming a high-impedance state, this means that the driver is in the high
impedance state. For open-collector drivers, the driver is not asserted.

sighature: A unique set of values placed in the Command Block registers by the device to allow the
host to distinguish devices implementing the PACKET Command feature set from those devices not
implementing the PACKET Command feature set.

Ultra DMA burst: An Ultra DMA burst is defined as the period from an assertion of DMACK- to the
subsequent negation of DMACK- when the host has enabled an Ultra DMA transfer mode.

VS (vendor specific): A function or hardware feature that is implementation specific and not defined
in this standard.

write command: A command that causes the device to transfer data from the host to the device
(e.g., WRITE SECTOR(S), WRITE DMA, etc.).

3.2 Conventions

3.2.1 Editorial conventions

Lowercase is used for words having the normal English meaning. Certain words and terms used in this
standard have a specific meaning beyond the normal English meaning. These words and terms are defined
either in Clause 3 or in the text where they first appear.
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The names of abbreviations, commands, fields, and acronyms used as signal names are in all uppercase
(e.g., IDENTIFY DEVICE). Fields containing only one bit are usually referred to as the "name" bit instead of
the "name" field. (See 3.2.7 for the naming convention used for naming bits.)

Names of device registers begin with a capital letter (e.g., LBA Mid register).

The expression “word n” or “bit n” shall be interpreted as indicating the content of word n or bit n.

3.2.2 Precedence

If there is a conflict between text, figures, and tables, the precedence shall be tables, figures, and finally text.

3.2.3 Lists

Ordered lists, those lists describing a sequence, are of the form:

Unordered list are of the form:

a)
b)
c)

3.2.4 Keywords
Several keywords are used to differentiate between different levels of requirements and optionality.

3.2.3.1 expected: A keyword used to describe the behavior of the hardware or software in the design models
assumed by this standard. Other hardware and software design models may also be implemented.

3.2.3.2 mandatory: A keyword indicating items to be implemented as defined by this standard.
3.2.3.3 may: A keyword that indicates flexibility of choice with no implied preference.

3.2.3.4 obsolete: A keyword indicating that the designated bits, bytes, words, fields, and code values that
may have been defined in previous standards are not defined in this standard and shall not be
reclaimed for other uses in future standards. However, some degree of functionality may be
required for items designated as “obsolete” to provide for backward compatibility.

The host should not use obsolete commands. Commands defined as obsolete may be command
aborted by devices conforming to this standard. However, if a device does not command abort an
obsolete command, the minimum that is required by the device in response to the command is
command completion.

3.2.3.5 optional: A keyword that describes features that are not required by this standard. However, if any
optional feature defined by the standard is implemented, the feature shall be implemented in the
way defined by the standard.

3.2.3.6 prohibited: A keyword indicating that an item shall not be implemented by an implementation.
3.2.3.7 reserved: A keyword indicating reserved bits, bytes, words, fields, and code values that are set aside
for future standardization. Their use and interpretation may be specified by future extensions to

this or other standards. A reserved bit, byte, word, or field shall be cleared to zero, or in
accordance with a future extension to this standard. The recipient shall not check reserved bits,
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bytes, words, or fields. Receipt of reserved code values in defined fields shall be treated as a
command parameter error and reported by returning command aborted.

3.2.3.8 retired: A keyword indicating that the designated bits, bytes, words, fields, and code values that had
been defined in previous standards are not defined in this standard and may be reclaimed for other
uses in future standards. If retired bits, bytes, words, fields, or code values are used before they
are reclaimed, they shall have the meaning or functionality as described in previous standards.

3.2.3.9 shall: A keyword indicating a mandatory requirement. Designers are required to implement all such
mandatory requirements to ensure interoperability with other products that conform to this
standard.

3.2.3.10 should: A keyword indicating flexibility of choice with a strongly preferred alternative. Equivalent to
the phrase “it is recommended”.

3.2.5 Numbering

Numbers that are not immediately followed by a lowercase "b" or "h" are decimal values. Numbers that are
immediately followed by a lowercase "b" (e.g., 01b) are binary values. Numbers that are immediately
followed by a lowercase "h" (e.g., 3Ah) are hexadecimal values.

3.2.6 Signal conventions
Signal names are shown in all uppercase letters.

All signals are either high active or low active signals. A dash character ( - ) at the end of a signal name
indicates the signal is a low active signal. A low active signal is true when the signal is below V., and is false
when the signal is above V;;. No dash at the end of a signal name indicates the signal is a high active signal.
A high active signal is true when the signal is above Vi, and is false when the signal is below V.

Asserted means that an active circuit drives the signal to the true state. Negated means that an active circuit
drives the signal to the false state. Released means that the signal is not actively driven to any state (See
Clause 4). Some signals have bias circuitries that pull the signal to either a true state or false state when no
signal driver is actively asserting or negating the signal.

Control signals that may be used for more than one mutually exclusive function are identified with their
function names separated by a colon (e.g., DIOW-:STOP).

SIGNAL(n:m) denotes a set of signals, for example, DD(15:0).

3.2.7 Bit conventions

Bit names are shown in all uppercase letters except where a lowercase n precedes a bit name. If there is no
preceding n, then when BIT is set to one the meaning of the bit is true, and when BIT is cleared to zero the

meaning of the bit is false. If there is a preceding n, then when nBIT is cleared to zero the meaning of the bit
is true and when nBIT is set to one the meaning of the bit is false.

True False
TEST | |
Bit setting=1
Bit setting=0 / \
True False
NTEST | |
Bit setting=0
Bit setting=1 / \

Bit (n:m) denotes a set of bits, for example, bits (7:0).
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3.2.8 State diagram conventions

State diagrams shall be as shown in Figure 2

State designator: State_name State designator: State_name
Entry condition Transition condition ] Exit condition
—Transition label —®=— Transition label —————m»r— Transition label — State_name
Transition action Transition action

Transition action

Transition condition
Transition label ——]

Transition action

State re-entry

Y

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-

Figure 2 — State diagram conventions

A state designator and a state name identify each state. The state designator is unique among all states in all
state diagrams in this document. The state designator consists of a set of letters that are capitalized in the
title of the figure containing the state diagram followed by a unique number. The state name is a brief
description of the primary action taken during the state, and the same state name may appear in other state
diagrams. If the same primary function occurs in other states in the same state diagram, they are designated

with a unique letter at the end of the name. Additional actions may be taken while in a state and these actions
are described in the state description text.

In device command protocol state diagrams, the state of bits and signals that change state during the
execution of this state diagram are shown under the state designator:state_name, and a table is included that
shows the state of all bits and signals throughout the state diagram as follows:

v = bit value changes.
1 = bit set to one.

0 = bit cleared to zero.
X = bit is don't care.

V = signal changes.

A = signal is asserted.
N = signal is negated.
R = signal is released.
X = signal is don'’t care.

A transition label and a transition condition identify each transition. The transition label consists of the state
designator of the state from which the transition is being made followed by the state designator of the state to
which the transition is being made. In some cases, the transition to enter or exit a state diagram may come
from or go to a number of state diagrams, depending on the command being executed. In this case, the state
designator is labeled xx. The transition condition is a brief description of the event or condition that causes
the transition to occur and may include a transition action, indicated in italics, that is taken when the transition
occurs. This action is described fully in the transition description text.

Upon entry to a state, all actions to be executed in that state are executed. If a state is re-entered from itself,
all actions to be executed in the state are executed again.
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Transitions from state to state shall be instantaneous.
3.2.9 Timing conventions

Certain symbols are used in the timing diagrams. These symbols and their respective definitions are listed
below.

/ or \ - signal transition (asserted or negated)

< or > - data transition (asserted or negated)

_(:>_ - data valid

XXXX - undefined but not necessarily released

- asserted, negated or released

................................... - released

------------------------ - the “other” condition if a signal is shown with no change

All signals are shown with the asserted condition facing to the top of the page. The negated condition is
shown towards the bottom of the page relative to the asserted condition.

The interface uses a mixture of negative and positive signals for control and data. The terms asserted and
negated are used for consistency and are independent of electrical characteristics.

In all timing diagrams, the lower line indicates negated, and the upper line indicates asserted. The following
illustrates the representation of a signal named TEST going from negated to asserted and back to negated,
based on the polarity of the signal.

Assert Negate
TEST | |
>V,
<Vi / \
Assert Negate
TEST-
< Vi |

|
> Vi / \

3.2.10 Byte ordering for data transfers

Data is transferred in blocks using either PIO or DMA protocols. PIO data transfers occur when the BSY bit is
cleared to zero and the DRQ bit is set to one. These transfers are usually 16-bit but CFA devices may
implement 8-bit PIO transfers. Data is transferred in blocks of one or more bytes known as a DRQ block.
DMA data transfers occur when the host asserts DMACK- in response to the device asserting DMARQ. DMA
transfers are always 16-bit. Each assertion of DMACK- by the host defines a DMA data burst. A DMA data
burst is two or more bytes.

Assuming a DRQ block or a DMA burst of data contains "n" bytes of information, the bytes are labeled
Byte(0) through Byte(n-1), where Byte(0) is first byte of the block, and Byte(n-1) is the last byte of the block.
Table 1 shows the order the bytes shall be presented in when such a block of data is transferred on the
interface using 16-bit PIO and DMA transfers. Table 2 shows the order the bytes shall be presented in when
such a block or burst of data is transferred on the interface using 8-bit PI1O.
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bDD | DD (DD | DD | DD ( DD | DD | DD | DD | DD | DD | DD | DD | DD | DD | DD
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
First transfer Byte (1) Byte (0)
Second transfer Byte (3) Byte (2)
Last transfer Byte (n-1) Byte (n-2)
Table 2 — Byte order (8-bit Transfers)
DD DD DD DD DD DD DD DD
7 6 5 4 3 2 1 0
First transfer Byte (0)
Second transfer Byte (1)
Last transfer Byte (n-1)

NOTE - The above description is for data on the interface. Host systems and/or host adapters may cause the
order of data as seen in the memory of the host to be different.

Word (n:m) denotes a set of words, for example, words (103:100).

3.2.11 Byte, word and DWORD Relationships

Figure 3 illustrates the relationship between bytes, words and DWORDSs.

7 6 5 4 3 2 10

Byte
111111
5 4 3 2 1 09 8 7 6 5 4 3 210
Word
Byte 1 Byte O
3322222 222221111111 111
109 8 7 65 4 3 21 09 87 65432109 876543 210
DWORD
Word 1 Word 0
Byte 3 Byte 2 Byte 1 Byte O

Figure 3 - Byte, word and DWORD relationships
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4 Parallel interface physical and electrical requirements

4.1 Cable configuration

This standard defines an interface containing a single host and one or two devices. One device is configured
as Device 0 and the other device as Device 1.

The designation of a device as Device 0 or Device 1 may be made in a number of ways including but not
limited to:

— aswitch or a jumper on the device;
— use of the Cable Select (CSEL) pin.

The host shall be placed at one end of the cable. It is recommended that for a single device configuration the
device be placed at the opposite end of the cable from the host. If a single device configuration is
implemented with the device not at the end of the cable, a cable stub results that may cause degradation of
signals. Single device configurations with the device not at the end of the cable shall not be used with Ultra
DMA modes.

4.2 Electrical characteristics

Table 3 defines the DC characteristics of the interface signals. Table 4 defines the AC characteristics. These
characteristics apply to both host and device unless otherwise specified.
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Description Min Max
loL Driver sink current (See note 1) 4 mA
loLDASP Driver sink current for DASP (See note 1) 12 mA
loH Driver source current (See note 2) 400 pA
lonomarg | Driver source current for DMARQ (See note 2) 500 pA
Iz Device pull-up current on DD(15:8), DD(6:0), and STROBE -100 pA 200 pA
when released
l2pp7 Device pull-up current on DD7 when released -100 pA 10 pA
Vig Voltage input high 2.0 VDC 5.5 VDC
Vi Voltage input low 0.8 VDC
Von Voltage output high at |, min (See note 3) 2.4VDC
Voo Voltage output low at |, min (See note 3) 0.5 VDC
Additional DC characteristics for Ultra DMA modes greater than 4
Vpp3 DC supply voltage to drivers and receivers 3.3V-8% 3.3V +8%
V+ Low to high input threshold 15V 20V
V- High to low input threshold 1.0V 15V
Vivs Difference between input thresholds: 320 mV
((V+current value) — (V_current value))
ViHrave Average of thresholds: ((V+current vaiue) + (V—current vaiue))/2 13V 1.7V
Vonz Voltage output high at -6 mA to +3 mA (at Vo4, the output | VDD3 - 0.51 VDD3+ 0.3
shall be able to supply and sink current to Vpps3) (See note 3) VDC VDC
VoL Voltage output low at 6 mA (See note 3) 0.51VDC
NOTES -

1 lo pasp shall be 12 mA minimum to meet legacy timing and signal integrity.

2 oy value at 400 pA is insufficient in the case of DMARQ that is pulled low by a 5.6 kQ resistor.

3. Voltage output high and low values shall be met at the source connector to include the effect of series
termination.

4. A device shall have less than 64 pA of leakage current into a 6.2 KQ pull-down resistor while the INTRQ
signal is in the released state.
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Table 4 — AC characteristics

Description Min Max
Srise Rising edge slew rate for any signal (See note 1) 1.25 V/ns
SkaLL Falling edge slew rate for any signal (See note 1) 1.25 Vins
Chost Host interface signal capacitance at the host connector (See note 2) 25 pf
Coevice Device interface signal capacitance at the device connector (See 20 pf
note 2)
Additional AC characteristics for Ultra DMA modes greater than mode 4
Srise2 | Rising edge slew rate for DD(15:0) and STROBE (See note 1) 0.40 VIns 1.0 VIns
Seauz | Falling edge slew rate for DD(15:0) and STROBE (See note 1) 0.40 VIns 1.0 VIns
Vpsson | Induced signal to conductor side of device connector for any non- | Vpps - 500
switching data signal at V.4 due to simultaneous switching of all mV
other data lines high and low by the device (See note 3)
VpssoL | Same as Vpsson €xcept non-switching data signal at V (See note 3) 500 mV
Vusson | Induced signal to conductor side of host connector for any non- | Vpps - 600
switching data signal at V.4 due to simultaneous switching of all mV
other data lines high and low by the host (See note 3)
VussoL | Same as Vysson €xcept non-switching data signal at V. (See note 3) 600 mV
VRrinG AC voltage at recipient connector (See note 4) -1.0V 6.0V
Caevicez | Device capacitance measured at the connector pin (See note 2) 17 pf
Catio Ratio of the highest DD(15:0) or STROBE signal capacitance as 1.5
measured at the connector to the lowest DD(15:0) or STROBE
signal capacitance.
Virreak | The highest voltage reached on a rising transition at the recipient 22V
connector within 3 ns of crossing 1.5 V (See note 5)
Virring | The lowest voltage on a high signal at the recipient connector at any 1.7V
time after the rising edge crosses Vipeak until activity driven low by a
subsequent falling transition (See note 5)
Vireak | The lowest voltage reached on a falling transition at the recipient 0.8V
connector within 3 ns of crossing 1.5 V (See note 5)
VirinG The highest voltage on a low signal at the recipient connector at any 1.3V
time after the falling edge crosses Vjpeak Until activity driven high by
a subsequent rising transition (See note 5)

NOTES -

1 Signal integrity may be improved by using slower slew rates at slower transfer rates.

2 Capacitance measured at 1 MHz.

3 See 4.2.1.2 for measurement details.

4 The sender shall not generate voltage peaks higher then these absolute limits on DD(15:0) with all data
lines switching simultaneously and a single recipient at end of cable. The test load shall be an 18" long,
40-conductor cable in Ultra DMA mode 2, as well as, an 18", long 80-conductor cable operated in the
highest Ultra DMA mode supported.

5 Vinreak » Vinring » Vireak » and Viring Shall be met in a functioning system across all patterns and shall be
met when measured at any connector.

4.2.1 AC characteristics measurement techniques
4.2.1.1 Slew rate

The sender’s signals shall be tested while driving an 18" long, 80-conductor cable with PVC insulation
material. The signal under test shall be cut at a test point so that it has no trace, cable, or recipient loading
after the test point. All other signals should remain connected through to the recipient. The test point may be
located at any point between the sender's series termination resistor and 0.5" or less of conductor exiting the
connector. If the test point is on a cable conductor rather than the PCB, an adjacent ground conductor shall
also be cut within 0.5" of the connector. The test load and test points should then be soldered directly to the
exposed source side connectors. The test load shall consist of a 15 or 40 pf, 5%, 0.08” by 0.05”, surface
mount (or smaller size) capacitor from the test point to ground. Slew rates shall be met for both capacitor
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values. Measurements shall be taken at the test point using a 1 GHz or faster test probe with less than 1 pf
capacitance and greater than 100 kQ impedance connected to a 500 MHz or faster oscilloscope. The
average rate shall be measured from 20% to 80% of the settled V.4 level with data transitions at least 120 ns
apart. The settled V.4 level shall be measured as the average output high level under the defined testing
conditions from 100 ns after 80% of a rising edge until 20% of the subsequent falling edge.

42.1.2 Vsso

Vsso Shall be tested with the same test cable configuration as described for slew rate testing except with the
test load described here and the cut-cable-conductor configuration. For both V, and V.4 measurements, the
test load shall consist of a 90.9 Q 1% resistor (this also may be accomplished by using 1 kQ 1% and 100 Q
1% resistors in parallel) and a 0.1 pf 20% capacitor in series to ground. Both resistor and capacitor shall be
0.08" by 0.05” or smaller surface mount. The order of components should be signal-resistor-capacitor-
ground. Referto 4.2.3.3 for PCB layout requirements related to Vsso.

To generate a test pattern for Vsson @ 32 logical sector or longer data transfer shall be sent to the recipient.
The first 30 logical sectors shall contain Fh in order to generate an “all 1's” pattern to pre-charge the capacitor
to Vo4. The final logical sectors of the command shall contain the required pattern for Vssoy for at least 2
logical sectors (i.e., a pattern that holds the data line under test at Vo4 while driving a “1010...” pattern on all
other data lines. Vssoy shall be measured within the first 32 words after the pre-charge pattern is complete
and the Vsson pattern begins.

To generate a test pattern for Vsso. @ 32 logical sector or longer data transfer shall be sent to the recipient.
The first 30 logical sectors shall contain Oh in order to generate an “all 0’s” pattern to pre-charge the capacitor
to V.. The final logical sectors of the command shall contain the required pattern for Vsso, for at least 2
logical sectors (i.e., a pattern that holds the data line under test at V,_ while driving a “1010...” pattern on all
other data lines. Vsso, shall be measured within the first 32 words after the pre-charge pattern is complete
and the Vsso, pattern begins.
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4.2.2 Driver types and required termination

Table 5 — Driver types and required termination

Signal Source Driver type Host Device Notes
(Seenote 1) | (Seenote2) | (See note 2)
RESET- Host TP
DD(15:0) Bidir TS 3
DMARQ Device TS 5.6 kQ PD
DIOR-:HDMARDY- Host TS
‘HSTROBE
DIOW-:STOP Host TS
IORDY:DDMARDY- Device TS 4.7 kQ PU 6,10
:DSTROBE
CSEL Host Ground 10 kQ PU 4,6
DMACK- Host TP
INTRQ Device TS 10 kQ 5
DA(2:0) Host TP
PDIAG-:CBLID- Device TS 10 kQ PU 2,6,7,8
CS0- CS1- Host TP
DASP- Device ocC 10 kQ PU 6,9

NOTES -

1 TS=Tri-state; OC=0pen Collector; TP=Totem-pole; PU=Pull-up; PD=Pull-down.

2 All resistor values are the minimum (lowest allowed) except for the 10 kQ PU on PDIAG-:CBLID- which
shall have a tolerance of +5% or less.

3 Devices shall not have a pull-up resistor on DD7. The host shall have a 10 kQ pull-down resistor and not
a pull-up resistor on DD7 to allow a host to recognize the absence of a device at power-up so that a
host shall detect BSY as being cleared when attempting to read the Status register of a device that is
not present.

4 When used as CSEL, this line is grounded at the host and a 10 kQ pull-up is required at both devices.

5 A 10 kQ pull-up or 6.2 kQ pull-down, depending upon the level sensed, should be implemented at the
host.

6 Pull-up values are based on +5 V Vcc. Except for the pull-up on PDIAG-:CBLID- which shall be to +5 V¢c
for backward compatibility, pull-ups may be to Vpps. For systems supporting Ultra DMA modes greater
than 4, the host pull-up on IORDY:DDMARDY-:DSTROBE should be to Vpps.

7 Hosts that do not support Ultra DMA modes greater than mode 2 shall not connect to the PDIAG-:CBLID-
signal.

8 The 80-conductor cable assembly shall meet the following requirements: the PDIAG-:CBLID- signal shall
be connected to ground in the host connector of the cable assembly; the PDIAG-:CBLID- signal shall
not be connected between the host and the devices; and, the PDIAG-:CBLID- signal shall be connected
between the devices.

9 The host shall not drive DASP-. If the host connects to DASP- for any purpose, the host shall ensure that
the signal level detected on the interface for DASP- shall maintain V.4 and V. compatibility, given the
loq and Iy requirements of the DASP- device drivers.

10 For host systems not supporting modes greater than Ultra DMA mode 4, a pull-up of 1 kQ may be used.

4.2.3 Electrical characteristics for Ultra DMA

Hosts that support Ultra DMA transfer modes greater than mode 2 shall not share signals between primary
and secondary I/O ports. They shall provide separate drivers and separate receivers for each cable.
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The following table defines the host transceiver configurations for a dual cable system configuration for all

transfer modes.

Transfer Optional host Recommended host Mandatory host
mode transceiver configuration | transceiver configuration | transceiver configuration
Al PIO and | One transceiver may be | DIOR-, DIOW-, and | Either DIOR-, DIOW-, and
Multiword DMA | used for signals to both | IORDY should have a | lORDY or CSO- and CS1-
ports. separate transceiver for | shall have a separate
each port. transceiver for each port.
Ultra DMA One transceiver may be | DIOR-, DIOW-, and | Either DIOR-, DIOW-, and
0,1,2 used for signals to both ports | IORDY should have a | IORDY or CSO- and CS1-
except DMACK-. separate transceiver for | shall have a separate
each port. transceiver for each port.
DMACK- shall have a
separate transceiver for
each port.
Ultra DMA One transceiver may be [ RESET-, INTRQ, DA(2:0), | All signals shall have a
modes > 2 used for signals to both ports | CS0-, CS1-, and DASP- | separate transceiver for
for RESET-, INTRQ, | should have a separate | each port except for
DA(2:0), CSO-, CS1-, and | transceiver for each port. RESET-, INTRQ, DA(2:0),
DASP-. CSO0-, CS1-, and DASP-.

The following table defines the system configuration for connection between

devices and systems for all

transfer modes. For Ultra DMA modes requiring an 80-conductor cable, that cable shall meet the

requirements for 80-conductor cables(See 4.3.1.2).

connector.

Transfer Single device direct 40-conductor cable 80-conductor cable
mode connection configuration | connection configuration connection configuration
(See note 1) (See note 2) (See note 2)
All  PIO and | May be used. May be used. May be used (See note 3)
Multiword DMA
Ultra DMA May be used. May be used. May be used (See note 3)
0,12
Ultra DMA | May be used (See note 4). Shall not be used. May be used (See note 4).
modes > 2
NOTES -

1 Direct connection is a direct point-to-point connection between the host connector and the device

2 The 40-conductor cable assembly and the 80-conductor cable assembly are defined in 4.3.
3 80-conductor cable assemblies may be used in place of 40-conductor cable assemblies to improve signal
quality for data transfer modes that do not require an 80-conductor cable assembly.
4 Either a single device direct connection configuration or an 80-conductor cable connection configuration
shall be used for systems operating with Ultra DMA modes greater than 2.

4.2.3.2 Series termination required for Ultra DMA

Series termination resistors are required at both the host and the device for operation in any of the Ultra DMA
modes. Table 6 describes typical values for series termination at the host and the device.

For host systems and devices supporting Ultra DMA modes greater than 4, the output and bi-directional
series termination values for DD(15:0) and STROBE signals shall be chosen so that the sum of the driver
output resistance at Vo, or Vo, and the series termination resistance is between 50 and 85 Q. For these
systems, the STROBE input shall use the same series termination resistance value as the data lines.
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Host systems supporting Ultra DMA modes greater than 5 and having PCB traces longer than 4" shall use

series termination resistors of no less than 22 Q on DD(15:0) and STROBE signals.

resistors shall be placed within 0.5" of the host connector.

The termination

Table 6 — Typical series termination for Ultra DMA

Signal Host Termination Device Termination
DIOR-:HDMARDY-:HSTROBE 22 ohm 82 ohm
DIOW-:STOP 22 ohm 82 ohm
CS0-, CS1- 33 ohm 82 ohm
DAQ, DAL, DA2 33 ohm 82 ohm
DMACK- 22 ohm 82 ohm
DD15 through DDO 33 ohm 33 ohm
DMARQ 82 ohm 22 ohm
INTRQ 82 ohm 22 ohm
IORDY:DDMARDY-:DSTROBE 82 ohm 22 ohm
RESET- 33 ohm 82 ohm

NOTE - Only those signals requiring termination are listed in this table. If a signal is not
listed, series termination is not required for operation in an Ultra DMA mode. Figure 4
shows signals also requiring a pull-up or pull-down resistor at the host. The actual
termination values should be selected to compensate for transceiver and trace
impedance to match the characteristic cable impedance.

Ve O Vpps
O VWAAN
w
Connector
IORDY
Driver
Receiver

Connector

Receiver

DD 7

—AWW—0,

Receiver

X Connector

Figure 4 — Ultra DMA termination with pull-up or pull-down

4.2.3.3 PCB trace requirements for Ultra DMA

PCB trace layout is a factor in meeting the V¢, values in table 4.

The longest DD(15:0) or STROBE trace for any device supporting Ultra DMA modes greater than 5 shall be

4"

On any PCB for a host or device supporting Ultra DMA: The longest DD(15:0) trace shall be no more than
0.5" longer than either STROBE trace as measured from the IC pin to the connector. The shortest DD(15:0)

Page 18



T13/1698D Revision 3

trace shall be no more than 0.5" shorter than either STROBE trace as measured from the IC pin to the
connector.

Any DD(15:0) or STROBE trace on a PCB for a host or device supporting Ultra DMA modes greater than 5
shall meet the following:
L/(1+(D/H)?*)<0.8

Where:

L is the trace length in inches

D is the center-to-center trace spacing of adjacent traces. If both traces are the same width, this is
equivalent to one trace width plus the trace separation.

H is the height of the trace above a continuous, unbroken supply plane. The plane may be power or
ground but if a power plane is used, it must be bypassed to the ground plane on both sides of the
DD(15:0) bus near the connector ground pins and at the IC.

The units used for D and H shall be the same.

4.3 Connectors and cable assemblies

The device shall implement one of the connector options described in this Clause.
4.3.1 40-pin Connector

The 1/0O connector is a 40-pin connector. The header mounted to a host or device is shown in Figure 5 and
the dimensions are shown in Table 7. The connector mounted to the end of the cable is shown in Figure 6
and the dimensions are shown in Table 8. Signal assignments on these connectors are shown in Table 9.

The cable plug, not the receptacle, governs the pin locations. The way in which the receptacle is mounted on
the printed circuit board affects the pin positions, and pin 1 shall remain in the same relative position. This
means the pin numbers of the receptacle may not reflect the conductor number of the plug. The header
receptacle may or may not be polarized, and all the signals are relative to pin 20, which is keyed.

By using the plug positions as primary, a straight cable can connect devices. As shown in Figure 7,
conductor 1 on pin 1 of the plug shall be in the same relative position no matter what the receptacle
numbering looks like. If receptacle numbering was followed, the cable would have to twist 180 degrees
between a device with top-mounted receptacles, and a device with bottom-mounted receptacles.
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[~ Al+T1 =
POS. 2|~ A3 min - /_POS' 40 i
-~ e
Y S\(@ R Te A Y A4 +T6
. PPOOOO00®  OOOOOO® OO0 O
A6 min P00OOOO0OROOOOO® OO O AS max K
4 = |- A10+T5 \_ Pos. 20 A
Pos. 1 Pin removed Pos. 39 Detail A
A8+ T4 .
Pin 1 F = Square or round pin Detail A
IndicatoT\ —>1 |< A9 min * *
; ,
A7 max AL+ T3 All +T5/-T3

! }
| |=A10+7T5

Section F-F
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Figure 5 — Host or device 40-pin /O header

Table 7 — Host or device 40-pin I/O header

Dimension Millimeters Inches
Al 58.17 2.290
A2 48.26 1.900
A3 56.01 2.205
A4 5.84 0.230
A5 9.55 0.376
A6 6.22 0.245
A7 10.16 0.400
A8 0.64 0.025
A9 4.06 0.160
A 10 2.54 0.100

All 6.35 0.250
Al2 6.48 0.255
A 13 0.33 0.013
Al4 0.58 0.023
T1 0.51 0.020
T2 0.13 0.005
T3 0.25 0.010
T4 0.03 0.001
T5 0.08 0.003
T6 0.18 0.007
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i '

A5 min

A8 min ’_’\

\ Pos. 1 * —>| |<— A7 max See NOTE ;
Indicator
Mating pins 0.025 sq. or round
|- Al+T3 - Pos. 39
Pos. 1 A2+T1 / A4+ T2
| — 4 — A3+T1
Db@@@@@@@@@@@@@@@@ﬁ( —
[l (5] [=] 5] B B B B B E 6 [E G 666 E G a—
Pos. 2 / Pos. 20 _/.—>| |<— A4 £T2
Blocked Pos. 40

NOTE - The optional polarizing feature is recommended. Some host
receptacles do not provide a polarizing slot.

Figure 6 — 40-pin 1/O cable connector

Table 8 — 40-pin 1/O cable connector

Dimension Millimeters Inches
Al 55.37 2.180
A2 48.26 1.900
A3 6.10 0.240
A4 2.54 0.100
A5 6.48 0.255
A6 4,57 0.180
A7 3.81 0.150
A8 1.27 0.050
T1 0.13 0.005
T2 0.08 0.003
T3 0.25 0.010
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Table 9 — 40-pin 1/0O connector interface signals

Signal name Connector Conductor Connector Signal name
contact contact
RESET- 1 1 2 2 Ground
DD7 3 3 4 4 DD8
DD6 5 5 6 6 DD9
DD5 7 7 8 8 DD10
DD4 9 9 10 10 DD11
DD3 11 11 12 12 DD12
DD2 13 13 14 14 DD13
DD1 15 15 16 16 DD14
DDO 17 17 18 18 DD15
Ground 19 19 20 20 (key pin)
DMARQ 21 21 22 22 Ground
DIOW-:STOP 23 23 24 24 Ground
DIOR-:HDMARDY- 25 25 26 26 Ground
‘HSTROBE
IORDY:DDMARDY- 27 27 28 28 CSEL
:DSTROBE
DMACK- 29 29 30 30 Ground
INTRQ 31 31 32 32 Obsolete (See note)
DAl 33 33 34 34 PDIAG-:CBLID-
DAO 35 35 36 36 DA2
CSO0- 37 37 38 38 CS1-
DASP- 39 39 40 40 Ground
NOTE — Pin 32 was defined as IOCS16 in ATA-2, ANSI X3.279-1996.

1
40 20 2
Circuit board Circuit board
1
40 20 2

Figure 7 — 40-pin 1/0O header mounting

4.3.1.1 40-conductor cable

The 40-conductor cable assembly is shown in Figure 8 with dimensions in Table 10. Cable capacitance shall
not exceed 35 pf.
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- Al -

— A2 >|< A3 =

Host Connector Polarity stripe on Device 0 Device 1
#1 conductor Connector Connector

Figure 8 — 40-conductor cable configuration

Table 10 — 40-conductor cable configuration

Dimension Millimeters Inches
Al 254.00 min 10.00 min
457.20 max 18.00 max

A2 127.00 min 5.00 min
304.80 max 12.00 max

A3 127.00 min 5.00 min
152.40 max 6.00 max

4.3.1.2 80-conductor cable assembly using the 40-pin connector

To provide better signal integrity, the optional 80-conductor cable assembly is specified for use with 40-pin
connectors. Use of this assembly is mandatory for systems operating at Ultra DMA modes greater than 2.
The mating half of the connector is as described in 4.3.1. Every other conductor in the 80-conductor cable is
connected to the ground pins in each connector.

The electrical requirements of the 80-conductor ribbon cable are shown in Table 11 and the physical
requirements are described in Figure 9 and Table 12.

Figure 10 and Table 13 describe the physical dimensions of the cable assembly. The connector in the center
of the cable assembly labeled Device 1 Connector is optional. The System Board connector shall have a blue
base and a black or blue retainer. The Device 0 Connector shall have a black base and a black retainer. The
Device 1 Connector shall have a gray base and a black or gray retainer. The cable assembly may be printed
with connector identifiers.

There is alternative cable conductor to connector pin assignments depending on whether the connector
attaches all even or odd conductors to ground. Table 14 shows the signal assignments for connectors that
ground the even numbered conductors. Table 15 shows the signal assignments for connectors that ground
the odd numbered conductors. Only one connector type, even or odd, shall be used in a given cable
assembly. Connectors shall be labeled as grounding the even or odd conductors as shown in Figure 11.
Cable assemblies conforming to Table 14 are interchangeable with cable assemblies conforming to Table 15.

All connectors shall have position 20 blocked to provide keying. Pin 28 in Device 1 Connector shall not be
attached to any cable conductor, the connector contact may be removed to meet this requirement (See
5.2.13.2). Pin 34 in the Host Connector shall not be attached to any cable conductor and shall be attached to
Ground within the connector (See 6.4).
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Table 11 — 80-conductor cable electrical requirements

Conductor 30 AWG
Ground-signal-ground
Single ended impedance (®)] 70-90
Capacitance (pF/ft) 13-22
(pF/m) 42-72
Inductance (nH) 0.08-0.16
Propagation delay (nsec/ft) 1.35-1.65
(nsec/m) 4.43-5.41

Polarity stripe

on #1 conductor \

A1+ T1

< A2+T1

/O\

—>| " A5+T4

0)(0)(e)(®)(e)(®)

A3+ T2
%) 0O) Ad+ T3
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Figure 9 — 80-conductor ribbon cable

Table 12 — 80-conductor ribbon cable

Dimension Millimeters Inches
Al 50.800 2.000
A2 50.165 1.975
A3 0.635 0.025
A4 0.6858 0.027
A5 0.3175 0.0125
T1 0.127 0.005
T2 0.0406 0.0016
T3 0.0508 0.002
T4 0.102 0.004
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T4 A

Host Connector

Al -1

A2 | A3 -
— o
. 8 S
3 3 >
I [a) (@)

Polarity stripe on Device 1 Device 0
#1 conductor Connector Connector

Figure 10 — 80-conductor cable configuration

Table 13 — 80-conductor cable configuration

Dimension Millimeters Inches
Al 457.20 max 18.00 max
A2 127.00 min 5.00 min
A3 152.40 max 6.00 max

A2 min shall be greater than or equal to A3.
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Table 14 — Signal assignments for connectors grounding even conductors

Signal name Connector Conductor Signal name
contact

RESET- 1 1 2 Ground
Ground 2 3 4 Ground
DD7 3 5 6 Ground
DD8 4 7 8 Ground
DD6 5 9 10 Ground
DD9 6 11 12 Ground
DD5 7 13 14 Ground
DD10 8 15 16 Ground
DD4 9 17 18 Ground
DD11 10 19 20 Ground
DD3 11 21 22 Ground
DD12 12 23 24 Ground
DD2 13 25 26 Ground
DD13 14 27 28 Ground
DD1 15 29 30 Ground
DD14 16 31 32 Ground
DDO 17 33 34 Ground
DD15 18 35 36 Ground
Ground 19 37 38 Ground
(key pin) 20 39 40 Ground
DMARQ 21 41 42 Ground
Ground 22 43 44 Ground
DIOW- 23 45 46 Ground
Ground 24 47 48 Ground
DIOR- 25 49 50 Ground
Ground 26 51 52 Ground
IORDY 27 53 54 Ground
CSEL 28 55 56 Ground
DMACK- 29 57 58 Ground
Ground 30 59 60 Ground
INTRQ 31 61 62 Ground
Reserved 32 63 64 Ground
DAl 33 65 66 Ground
PDIAG- 34(See note) 67 68 Ground
DAO 35 69 70 Ground
DA2 36 71 72 Ground
CSO0- 37 73 74 Ground
CS1- 38 75 76 Ground
DASP- 39 77 78 Ground
Ground 40 79 80 Ground

NOTE - Pin 34 in the Host Connector shall not be attached to any cable
conductor and shall be attached to Ground within the connector (See 6.4).
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Table 15 — Signal assignments for connectors grounding odd conductors

Signal name Conductor Connector Signal name
contact
Ground 1 2 1 RESET-
Ground 3 4 2 Ground
Ground 5 6 3 DD7
Ground 7 8 4 DD8
Ground 9 10 5 DD6
Ground 11 12 6 DD9
Ground 13 14 7 DD5
Ground 15 16 8 DD10
Ground 17 18 9 DD4
Ground 19 20 10 DD11
Ground 21 22 11 DD3
Ground 23 24 12 DD12
Ground 25 26 13 DD2
Ground 27 28 14 DD13
Ground 29 30 15 DD1
Ground 31 32 16 DD14
Ground 33 34 17 DDO
Ground 35 36 18 DD15
Ground 37 38 19 Ground
Ground 39 40 20 (key pin)
Ground 41 42 21 DMARQ
Ground 43 44 22 Ground
Ground 45 46 23 DIOW-
Ground 47 48 24 Ground
Ground 49 50 25 DIOR-
Ground 51 52 26 Ground
Ground 53 54 27 IORDY
Ground 55 56 28 CSEL
Ground 57 58 29 DMACK-
Ground 59 60 30 Ground
Ground 61 62 31 INTRQ
Ground 63 64 32 Reserved
Ground 65 66 33 DAl
Ground 67 68 34 (See note) PDIAG-
Ground 69 70 35 DAO
Ground 71 72 36 DA2
Ground 73 74 37 CSO0-
Ground 75 76 38 CS1-
Ground 77 78 39 DASP-
Ground 79 80 40 Ground
NOTE - Pin 34 in the Host Connector shall not be attached to any cable
conductor and shall be attached to Ground within the connector (See 6.4).
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Termination block

Characters located
approximately where shown
XXX =EVN or ODD

Figure 11 — Connector labeling for even or odd conductor grounding
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4.3.2 4-pin power connector

The power connector is a 4-pin connector. The header mounted to a device is shown in Figure 12 and the
dimensions are shown in Table 16. The connector mounted to the end of the cable is shown in Figure 13 and
the dimensions are shown in Table 17. Pin assignments for these connectors are shown in Table 18.

AT £ T2 X 45° —w={-—— AG +T3/-T2 -C-
2X . A-
(2X) A16 min*—m= | A8 MiN |
[~t— A2 —— A10 —m=
—»l -——A13 (4X) R A14 Ref
“‘l Spherical R
D A2 —= = i
\(Z N //
B Q@ @ |aimz noT
[ ==ul i

@A £T1 (X)) — =
[elefe]ale[c] ™™ ™

—- E A11 —

- A4 ——=]

Pin 1

Unless otherwise specified, all tolerances are £ T3

* The tolerance build up of A6 and A7 shall not exceed A16

Figure 12 — Device 4-pin power header

Table 16 — Device 4-pin power header

Dimension Millimeters Inches
Al 2.10 0.083
A2 3.50 0.138
A3 5.08 0.200
A4 15.24 0.600
A5 6.60 0.260
A6 21.32 0.839
A7 1.65 0.065
A8 7.50 0.295
A9 6.00 0.236
A 10 4.95 0.195
All 1.00 0.039
Al2 11.18 0.440
A 13 3.80 0.150
Al4 3.00 0.118
A 15 5.10 0.201
A 16 17.80 0.701
T1 0.04 0.0016
T2 0.15 0.006
T3 0.25 0.010
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Figure 13 — 4-pin power cable connector

Table 17 — 4-pin power cable connector

Dimension Millimeters Inches
Al 2.03 0.080
A2 5.08 0.200
A3 15.24 0.600
A4 6.35 0.250
A5 21.00 0.827
A6 1.78 0.070
A7 7.87 0.310
A8 5.51 0.217
A9 1.19 0.047

A 10 5.08 0.200
All 11.18 0.440
Al2 1.19 0.047
A 13 2.00 0.079
Al4 4.06 0.160
T1 0.10 0.004
T2 0.15 0.006
T3 0.25 0.010
T4 0.60 0.024
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Table 18 — 4-pin power connector pin assignments

Power line
+12 volts
+12 volt return
+5 volt return
+5 volts

U
-bwl\)l—‘:

4.3.2.1 Mating performance

Mating force should be 3.85 Ibs (1.75 kg) maximum per contact.
Unmating force should be 0.25 Ibs (113.5 g) minimum per contact.
4.3.3 Unitized connectors

The 40-pin I/O signal header and the 4-pin power connector may be implemented in one of two unitized
connectors that provide additional pins for configuration jumpers. The dimensioning of the 40-pin 1/O signal
area shall be as defined in Figure 5 and the dimensioning of the 4-pin power connector area shall be as
defined in Figure 12 for both unitized connectors.

The first of the unitized connectors is shown in Figure 14 with dimensions as shown in Table 19. The jumper
pins, A through |, have been assigned as follows:

- E-F-CSEL

— G-H - Master

— G-H and E-F - Master with slave present
— No jumper - Slave

— Athrough D - Vendor specific

— |- Reserved

The second of the unitized connectors is shown in Figure 15 with dimensions as shown in Table 20. The
jumper pins, A through J, have been assigned as follows:

- A-B-CSEL

— C-D- Slave

— E-F - Master

— G through J - Vendor specific
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Dimensioning of
the 4-pin power
connector area

Dimensioning of the 40- pin

signal connector area per

A8

A9

Tolerances £0.010 inches unless otherwise specified

Y

. figure A.1
per figure A.7 A6

A7 - Pin H Pin 40 +

. i ©®® ©POPOOOOOO® ©OOOOOOOO O
\-¢_-_:$“$-__|'¢' P0OO0 CROOOOOOOOOOOOOO OO O A3
Pin B _/ > TAL:TL Pin 1 *
Pin A —to| | A2 A4 —m -

- A5 -

-

Figure 14 — Unitized connector

Table 19 — Unitized connector

Tolerances +£0.010 inches unless otherwise specified

Dimension Millimeters Inches
Al 2.54 0.100
A2 4.06 0.160
A3 8.40 0.331
A4 5.26 0.207
A5 63.50 2.500
A6 13.54 0.533
A7 2.54 0.100
A8 70.825 2.788
A9 95.50 3.760
T1 0.15 0.006
Dimensjoning of _ Dimensioning of the 40-pin
the 4-pin power Pin B signal connector area per
connector area figure A.1
per figure A.7 A5 —
—» A6 |- Pin J Pin 40—\ +
'GP"@"GP"—"GP' 0000” || coo0o0000le0 00OCOOO0OOG AL
@@ ©® ® @ @{;@@@@@@@@@@@@@@@@@@
— I 1 I
A7 —4| - Pin 1 A? - +
Pin A — A4 - A3
| A8 -
- A9 =
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Table 20 — Unitized connector

Dimension Millimeters Inches
Al 8.51 0.335
A2 5.51 0.217
A3 57.15 2.250
A4 10.16 0.400
A5 17.88 0.704
A6 8.94 0.352
A7 2.54 0.100
A8 75.29 2.964
A9 100.33 3.950

4.3.4 50-pin 2.5inch form factor style connector

An alternative connector is often used for 2 1/2 inch or smaller devices. This connector is shown in Figure 16
with dimensions shown in Table 21. Signal assignments are shown in Table 22. Although there are 50 pins in
the plug, a 44-pin mating receptacle may be used.

Pins E, F, and 20 are keys and are removed.

Some devices may use pins A, B, C, and D for option selection via physical jumpers. If a device uses pins A,
B, C, and D for device selection, when no jumper is present the device should be designated as Device 0.
When a jumper is present between pins B and D, the device should respond to the CSEL signal to determine
the device number.

- A

1—>||<—M1T1 INE
I; |1}

a

Pos. 43

LI ¥
p 0O ODOOoO DOooaQo
i 0 OO0 D0Daao POS B

/ L A Pos. D
Pos. 20

Pos. 44 Pin removed Pos. 2 Pos. Eand F

Pins removed
i +||-— A2 +T1

A3 +T2

T
| [

Section A-A

0O 0o0oo b DDOOGQO
D 0OO0ODO0ODO0DDDDOUODGQDO

Pos. 1
Pos. C
———
/ Pos. A
e’
»

Figure 16 — 50-pin 2.5 inch form factor style connector
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Table 21 — 50-pin connector

Dimension Millimeters Inches
Al 2.00 0.079
A2 0.50 0.020
A3 3.86 0.152
T1 0.05 0.002
T2 0.20 0.008

Table 22 — Signal assignments for 50-pin 2.5 inch form factor style connector

Signal name Connector | Conductor | Connector Signal name
contact contact
Option selection pins A B Option selection pins
Option selection pins C D Option selection pins
(key pin) E F (key pin)
RESET- 1 1 2 2 Ground
DD7 3 3 4 4 DD8
DD6 5 5 6 6 DD9
DD5 7 7 8 8 DD10
DD4 9 9 10 10 DD11
DD3 11 11 12 12 DD12
DD2 13 13 14 14 DD13
DD1 15 15 16 16 DD14
DDO 17 17 18 18 DD15
Ground 19 19 20 20 (key pin)
DMARQ 21 21 22 22 Ground
DIOW-:STOP 23 23 24 24 Ground
DIOR-:HDMARDY- 25 25 26 26 Ground
‘HSTROBE
IORDY:DDMARDY- 27 27 28 28 CSEL
:DSTROBE
DMACK- 29 29 30 30 Ground
INTRQ 31 31 32 32 Obsolete (See note)
DAl 33 33 34 34 PDIAG-
DAO 35 35 36 36 DA2
CSO0- 37 37 38 38 CS1-
DASP- 39 39 40 40 Ground
+5 V (logic) 41 41 42 42 +5 V (motor)
Ground(return) 43 43 44 44 Reserved - no connection
NOTE — Pin 32 was defined as IOCS16 in ATA-2, ANSI X3.279-1996.

4.3.5 68-pin PCMCIA connector

This clause defines the pinouts used for the 68-pin alternative connector for the AT Attachment Interface.
This connector is defined in the PCMCIA PC Card Standard. This clause defines a pinout alternative that
allows a device to function as an AT Attachment Interface compliant device, while also allowing the device to
be compliant with PC Card ATA mode defined by PCMCIA. The signal protocol allows the device to identify
the host interface as being 68-pin as defined in this standard or PC Card ATA.

To simplify the implementation of dual-interface devices, the 68-pin AT Attachment Interface maintains
commonality with as many PC Card ATA signals as possible, while supporting full command and signal

compliance with this standard.
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The 68-pin pinout shall not cause damage or loss of data if a PCMCIA card is accidentally plugged into a host
slot supporting this interface. The inversion of the RESET signal between this standard and PCMCIA
interfaces prevents loss of data if the device is unable to reconfigure itself to the appropriate host interface.
4.3.5.1 Signals

This specification relies upon the electrical and mechanical characteristics of PCMCIA and unless otherwise
noted, all signals and registers with the same names as PCMCIA signals and registers have the same
meaning as defined in PCMCIA.

The PC Card ATA specification is used as a reference to identify the signal protocol used to identify the host
interface protocol.

4.3.5.2 Signal descriptions

Any signals not defined below shall be as described in this standard, PCMCIA, or the PC Card ATA
documents.

Table 23 shows the signhals and relationships such as direction, as well as providing the signal name of the
PCMCIA equivalent.
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Table 23 — Signal assignments for 68-pin connector

Pin | Signal | Hst | Dir | Dev | PCMCIA Pin Signal | Hst | Dir | Dev | PCMCIA
1 Ground X - X Ground 35 Ground X - X Ground
2 DD3 X <> X D3 36 CD1- X <« X CD1-
3 DD4 X o X D4 37 DD11 X o X D11
4 DD5 X <~ X D5 38 DD12 X <~ X D12
5 DD6 X o X D6 39 DD13 X o X D13
6 DD7 X <~ X D7 40 DD14 X <> X D14
7 CSO0- X — X CE1- 41 DD15 X o X D15
8 — [ Al10 42 CS1- X -  X(1) CE2-
9 SELATA- | X — X OE- 43 <~ [ VS1-
10 44 DIOR- X — X IORD-
11 CSi1- X - X(1) A9 45 DIOW- X — X IOWR-
12 — [ A8 46
13 47
14 48
15 — [ WE- 49
16 INTRQ X “— X READY/ 50

IREQ-

17 Vcce X — X Vcce 51 Vcce X — X Vcce
18 52
19 53
20 54
21 55 M/S- X - X(2)

22 — [ A7 56 CSEL X - X2
23 — [ A6 57 <« [ VS2-
24 — [ A5 58 RESET- X — X RESET
25 — [ Ad 59 IORDY 0 «— X3 WAIT-
26 — [ A3 60 DMARQ 0 <« X(3) | INPACK-
27 DA2 X —> X A2 61 DMACK- 0 — 0 REG-
28 DAl X N X Al 62 DASP- X PEN X BVD2/

SPKR-

29 DAO X - X A0 63 PDIAG- X < X BvVD1/

STSCHG

30 DDO X o X DO 64 DD8 X o X D8
31 DD1 X <> X D1 65 DD9 X <> X D9
32 DD2 X o X D2 66 DD10 X o X D10
33 X “— X WP/ 67 CD2- X “«— X CD2-

10IS16

34 Ground X —> X Ground 68 Ground X — X Ground

Key:

Dir = the direction of the signal between host and device.

X in the Hst column = this signal shall be supported by the Host.

x in the Dev column = this signal shall be supported by the device.

i in the Dev column = this signal shall be ignored by the device while in 68-pin mode.

o = this signal is Optional.

Nothing in Dev column = no connection should be made to that pin.

NOTES -

1 The device shall support only one CS1- signal pin.

2 The device shall support either M/S- or CSEL but not both.

3 The device shall hold this signal negated if it does not support the function.

4.3.5.2.1 CD1- (Card Detect 1)
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The device shall ground this signal. CD1- and CD2- are used by the host to detect the presence of the
device.

4.35.2.2 CD2- (Card Detect 2)

The device shall ground this signal. CD1- and CD2- are used by the host to detect the presence of the
device.

4.3.5.2.3 CS1- (Device chip select 1)

Hosts shall provide CS1- on both the pins identified in Table 23.

Devices shall recognize only one of the two pins as CS1-.

4.3.5.2.4 DMACK- (DMA acknowledge)

This signal is optional for hosts and devices.

If the host or the device supports this signal, the function of DMARQ shall also be supported.
4.3.5.2.5 DMARQ (DMA request)

This signal is optional for hosts.

If the host or the device supports this signal, the function of DMACK- shall also be supported.
4.3.5.2.6 I0ORDY (I/O channel ready)

This signal is optional for hosts.

4.3.5.2.7 M/S- (Master/slave)

This signal is the inverted form of CSEL. Hosts shall support both M/S- and CSEL though devices need only
support one or the other.

Hosts shall assert CSEL and M/S- prior to applying VCC to the connector.

4.3.5.2.8 SELATA- (Select 68-pin ATA)

This pin is used by the host to select which mode to use, PC Card ATA mode or the 68-pin mode defined in
this standard. To select 68-pin ATA mode, the host shall assert SELATA- prior to applying power to the
connector, and shall hold SELATA- asserted.

The device shall not re-sample SELATA- as a result of either a hardware or software reset. The device shall
ignore all interface signals for 19 ms after the host supplies Vcc within the device's voltage tolerance. If
SELATA- is negated following this time, the device shall either configure itself for PC Card ATA mode or not
respond to further inputs from the host.

4.3.5.3 Removability considerations

This specification supports the removability of devices that use the protocol. As removability is a new
consideration for devices, several issues need to be considered with regard to the insertion or removal of

devices.

4.3.5.3.1 Device recommendations

Page 37



T13/1698D Revision 3

The following are recommendations to device implementers:

CS0-, CS1-, RESET-, and SELATA- signals be negated on the device to prevent false selection
during hot insertion.

Ignore all interface signals except SELATA- until 19 ms after the host supplies V¢c within the
device's voltage tolerance. This time is necessary to de-bounce the device's power-on reset
sequence. Once in the 68-pin mode as defined in this standard, if SELATA- is ever negated
following the 19 ms de-bounce delay time, the device disables itself until V¢ is removed.

Provide a method to prevent unexpected removal of the device or media.

4.3.5.3.2 Host recommendations

The following are recommendations to host implementers:

Connector pin sequencing to protect the device by making contact to ground before any other
signal in the system.

SELATA- to be asserted at all times.

All devices reset and reconfigured to the same base address each time a device at that address
is inserted or removed.

The removal or insertion of a device at the same address to be detected so as to prevent the
corruption of a command.

Provide a method to prevent unexpected removal of the device or media.

4.3.6 CompactFlash™ connector

Device compliant with the CompactFlash™ Association Specification use the connector defined in that
specification.

4.3.7 1.8inch 3.3V parallel connector

The connector for the 1.8 inch 3.3V parallel form factor device is defined in Figure 17 with dimensions defines
in Table 24. Pin assignments are defined in Table 26. The host connector for the 1.8 inch 3.3V parallel form
factor device is defined in Figure 18 with dimensions defines in Table 25. Pin assignments are defined in

Table 26.

Pin C

A5 +T3/-T4 —p» Pin A

Pin E (open)
A6 +T3/-T4

-
* / Pin 43 DAL £T2

Pin F (open)

4—A3+T1

<« A2:iT1
- ALiT1I———————P>

Figure 17 — 1.8 inch 3.3V parallel connector
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Table 24 — 1.8 inch 3.3V parallel connector

Dimension Value (inches)
Al 1.445
A2 1.200
A3 0.050
A4 0.083
A5 0.098
A6 0.059
Tl 0.006
T2 0.002
T3 0.004
T4 0.000
A10 A5 ! - = X —» Al

Contact No. E

Contact No. 43

Contact No. 1 N
; M
’-3%:-%5-3-!—?.-2-3%!-&3-5-.”.-"-.: =

Contact I\llo. 2
Contact No. F

Contact No. B

A9 +T3/-T2
Contact No. 44

GA13 T

—» Ald |-
SECTION Y -Y

Figure 18 — 1.8 inch 3.3 V parallel host connector
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Table 25— 1.8 inch 3.3 V parallel host connector

Dimension Value (inches)
Al 0.170
A2 0.075
A3 0.025
A4 0.272
A5 0.050
A6 1.445
A7 0.091
A8 0.177
A9 0.055
A10 0.024
All 0.138
Al12 0.050
Al13 0.017
Al4 0.017 max
Al5 110 ° min
T1 0.002
T2 0.004
T3 0.000
T4 0.0008

Table 26 — Pin assignments for the 1.8 inch 3.3V parallel connector

Pin Signal Pin Signal
1 RESET- 2 Ground
3 DD7 4 DD8
5 DD6 6 DD9
7 DD5 8 DD10
9 DDA4 10 DD11
11 DD3 12 DD12
13 DD2 14 DD13
15 DD1 16 DD14
17 DDO 18 DD15
19 Ground 20 No connection
21 DMARQ 22 Ground
23 DIOW-:STOP 24 Ground
25 DIOR-:HDMARDY-:HSTROBE 26 Ground
27 IORDY:DDMARDY-.DSTROBE 28 CSEL
29 DMACK- 30 Ground
31 INTRQ 32 I0OCS16-
33 DA1 34 PDIAG-:CBLID-
35 DAO 36 DA2
37 CSo0- 38 CS1-
39 DASP- 40 Ground
41 +3.3V 42 -3.3 V (motor)
43 Ground 44 Reserved
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4.4 Physical form factors

4.4.1 3.5" form factor

The 3.5” form factor is shown in Figure 19 with dimensions shown in Table 27. Physical dimensions shall be
measured at 20 + 2 degrees C. The device shall not be exposed to any conditions (transit temperatures,

shock, etc.) beyond the manufacturer’s specified limits before measurement.

The position of four mounting holes on the bottom of the device and two mounting holes on each side of the
device are specified.

The Device PCB may extend beyond the HDA. If it does, there is a space at the end of the HDA underneath
or above the PCB overhang. Such dead space shall not be encroached upon by the host system.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.

v

Al (height)

F

Connector end

A8+ T2
VT & 1

A7T+T2

A6+T1

A9+T1
pow :

6 —-32UNC - 28
3 min. thread depth

3.8 max. fastener _4;___'_

penetration
(typical 8x)

|
—» €4—A5+T1 — ‘<—A10iT1
—A4+T1 —B

A4

<— A3:T1 —p
(width)

Figure 19 — 3.5” form factor
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Table 27 — 3.5” form factor

Dimension Value (inches)
Al 1.028 max
Al 1.654 max
A2 5.787 max
A3 4.000
A4 3.750
A5 0.125
A6 1.750
A7 1.625
A8 1.122
A9 4.000
A10 0.250
T1 0.010
T2 0.020

4.4.1.1 Connector location for 3.5” form factor

A 3.5” form factor device may use the 40-pin signal connector (See 4.3.1) and the 4-pin power connector
(See 4.3.2) or one of the Unitized connectors (See 4.3.3). The location of connectors on the 3.5” form factor
is not specified.

4.4.2 25" form factor

The 2.5” form factor is shown in Figure 20 with dimensions shown in Table 28. Physical dimensions shall be
measured at 20 + 2 degrees C. The device shall not be exposed to any conditions (transit temperatures,
shock, etc.) beyond the manufacturer’s specified limits before measurement.

Sixteen mounting holes are defined in Figure 20. Only eight of these mounting holes need be implemented as
shown in Figure 21.

The Device PCB may extend beyond the HDA. If it does, there is a space at the end of the HDA underneath
or above the PCB overhang. Such dead space shall not be encroached upon by the host system.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.
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&

Portions of this surface may be recessed

v

A1 +T1-T2

N\

AiO

Az

Connector end

D A
/Min A16 Full THD

A2 + T3 applies in this area

©

Dimension A2 = T3 applies
in these areas. Separate
requirement: Overall width
is to be less than A2+ T3

©

If this hole exists dimension
A2 + T3 applies in this area

A7 THD 8 PLC — Fer W} ~
Eﬂb ™
Ag 1Y Eoe @|Z|X|Y|KE - -6 0
L x  A13THD 8 PLC ~—jm) o !
a2t A @“"* Min A17 Full THD © J WAL o
A3 [#]ZA14 ®Z[X]Y] Al A
Ag A12 o
¥ | A — - ‘i A *: o *
o+ xz/ (2P G | OATY I
’——@1_ ___,',@ \@ Y 24, ' O,L
y \X4/ \Z6/ | LA, el
A4 -— A9 —i» A10 —»| \Z8/ Detail A
— A2 £ T3 —®| “— This surface to be flush
Detail A (see detail A) or below datum Z|
A DAI54PLC
@‘If this hole exists dimension a— A16 4 PLC min

ref

A17 4 PLC min

N

ref

Section A - A

Figure 20 — 2.5” form factor
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Table 28 — 2.5* form factor

Dimension Value (inches)
Al 0.750
Al 0.669
Al 0.591
Al 0.500
Al 0.413
Al 0.374
Al 0.333
Al 0.276
A2 2.750
A3 4.010 max
A4 0.118
A5 1.375
A6 1.500
A7 n/a
A8 0.020
A9 0.160
A10 2.430
All 1.375
Al12 1.500
Al13 n/a
Al4 0.020
Al15 0.315
Al6 0.118 min
Al7 0.098 min
Al18 0.551
A19 3.567
A20 0.551
A21 3.567
T1 0.000
T2 0.020
T3 0.010

Only one of these
holes is required

Only one of these
holes is required

nly one of these
| holes is required

Connector end

Only one of these
OVholes is required O
0

v
Only one of these

holes is required

o] Only one of these

holes is required

O

Only one of these
holes is required o
Only one of these 4{)

holes is required

O

Figure 21 -2.5” form factor mounting holes
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4.4.2.1 Connector location for 2.5” form factor

A 2.5” form factor device shall use the 50-pin connector (See 4.3.4). The location of the connector on the 2.5”
form factor is defined in Figure 22 with dimensions shown in Table 29.

See detail A \A /\

-Z

- \l y
- -

- A3 ‘J
A4 T@ O

O
@

X] A

—m A5 l—

—
1

_{ L] _IE \ i

A A
Detail A View A - A

ao
oo
oo

A

Figure 22 — 2.5” form factor connector location
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Table 29 — 2.5 inch form factor connector location

Dimension Value (inches)
Al 0.315 max
A2 2.370min
A3 0.403
A4 1.227
A5 0.399
A6 0.157
A7 0.010 min
A8 0.049min

4.4.3 1.8" PCMCIA form factor

The 1.8" PCMCIA form factor is defined in the PC Card Standard (See 2.3).

4.4.3.1 Connector location for 1.8" PCMCIA form factor

The connector location for the 1.8” PCMCIA form factor is defined in the PC Card Standard (See 2.3).

4.4.4 1.8" 5V parallel form factor

The 1.8" 5V parallel form factor is shown in Figure 23 with dimensions shown in Table 30. Physical
dimensions shall be measured at 20 + 2 degrees C. The device shall not be exposed to any conditions
(transit temperatures, shock, etc.) beyond the manufacturer’s specified limits before measurement.

Eight mounting holes are defined in Figure 23. All of these mounting holes shall be implemented.

The Device PCB may extend beyond the HDA. If it does, there is a space at the end of the HDA underneath
or above the PCB overhang. Such dead space shall not be encroached upon by the host system.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.

Page 46



T13/1698D Revision 3

A1

v

A12

A3

v

Faty  (EATH
_>|:_\ /’V
7]

Ad

e A

@ Portions of this surface may be recessed

A1f+T1 -T2

Z
Connector end

4 A7THD 8 PLC
Min A16 Full THD
(] @A8 ®©Z [X Y]
A13THD 8 PLC

Min A17 Full THD A A
[F][oA12 QIZ[X[Y]
o ¥ o

A9 —P ‘<—A10—> W
— A2 + T3 —P|
This surface to be flush
or below datum

A17 4 PLC min
ref

Section A- A

Figure 23 — 1.8 inch 5V parallel form factor
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Table 30 — 1.8 inch 5V parallel form factor

Dimension Value (inches)
Al 0.374
Al 0.276
A2 2.700
A3 2.362
A4 0.111
A5 0.116
A6 2.246
A7 0.000
A8 0.020
A9 0.126
A10 2.498
All 0.116
Al12 2.246
Al13 0.000
Al4 0.020
Al15 0.157
Al6 0.110
Al7 0.110

Tl 0.000

T2 0.020

T3 0.010

4.4.4.1 Connector location for 1.8” 5V parallel form factor

A 1.8” 5V parallel form factor device shall use the 50-pin connector (See 4.3.4). The location of the connector
on the device is defined in Figure 24 with dimensions shown in Table 31.
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See detail A

oo
| -

Tl

>
\‘

View A - A

Figure 24 — 1.8 inch 5V parallel form factor connector location

Table 31 - 1.8 inch 5V parallel form factor connector location

Dimension Value (inches)
Al 0.315 max
A2 2.370 min
A3 0.036
A4 0.399
A5 0.157
A6 0.010 min
A7 0.049 min

4.45 1.8" 3.3V parallel form factor

The 1.8” 3.3 V parallel form factor is shown in Figure 25 with dimensions shown in Table 32. Physical
dimensions shall be measured at 20 + 2 degrees C. The device shall not be exposed to any conditions
(transit temperatures, shock, etc.) beyond the manufacturer’s specified limits before measurement.
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The mounting area is defined in Figure 25. The device shall be guided or fixed by the interconnect or
mounting area.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.

Yooy

R Y

2

R R Y

%‘
“©

NOTE - A7 min

- Interconnect or mounting area
or m : Grounding area

Figure 25— 1.8 inch 3.3V parallel form factor
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Table 32 — 1.8 inch 3.3V parallel form factor

Dimension Value (inches)
Al 0.197
Al 0.315
A2 2.126
A3 3.090
A4 1.575
A5 0.256
A6 0.138
A7 0.059
A8 0.130
A9 0.033
Al10 0.065
Tl 0.006
T2 0.008
T3 0.012
T4 0.004

4.45.1 Connector location for 1.8” 3.3V parallel form factor

The connector location for the 1.8 inch 3.3V parallel connector is described in 4.3.7.

4.4.6 5.25" form factor

4.4.6.1 5.25" HDD form factor

T13/1698D Revision 3

The 5.25” HDD form factor is shown in Figure 26 with dimensions shown in Table 33. Physical dimensions
shall be measured at 20 + 2 degrees C. The device shall not be exposed to any conditions (transit
temperatures, shock, etc.) beyond the manufacturer’s specified limits before measurement.

The position of four mounting holes on the bottom of the device and four mounting holes on each side of the

device are specified.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.
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*

Al (height)

A y

-Z-
Connector end
YT & A
A7 A8
b4 \
_éF_ _49_ _T A2
A6 A9 (length)

Fan)
A 74

3 min. thread depth

v v
6—32UNC-284;T _T_+_

3.8 max. fastener |
penetration (typical) — ™| [®—A5 —» |<41—AL0

Al > —» All |-—

[TX - | A3 (width) —p»

Figure 26 — 5.25 inch HDD form factor

Table 33 — 5.25 inch HDD form factor

Dimension Value (inches)
Al 3.250 max
A2 8.060
A3 5.750
A4 5.500
A5 0.120
A6 3.120
A7 3.161
A8 3.157
A9 3.120
Al0 0.390
All 0.860

4.46.1.1 5.25inch HDD form factor connector location
A 5.25” HDD form factor device may use the 40-pin signal connector (See 4.3.1) and the 4-pin power

connector (See 4.3.2) or one of the Unitized connectors (See 4.3.3). The location of connectors on the 5.25”
HDD form factor is not specified.

Page 52



T13/1698D Revision 3

4.4.6.2 5.25inch CD-ROM form factor

The 5.25" CD-ROM form factor is shown in Figure 27 with dimensions shown in Table 34. Physical
dimensions shall be measured at 20 + 2 degrees C. The device shall not be exposed to any conditions
(transit temperatures, shock, etc.) beyond the manufacturer’s specified limits before measurement.

The position of four mounting holes on the bottom of the device and four mounting holes on each side of the
device are specified.

Except for attachment points, 0.75 mm clearance around the device is recommended for cooling airflow.

*

Al (height)

A '

Connector end

f F

A7 A8
419_ _61;_ _49_6#_ ; A2
A6 aAg (length)
6 —-32 UNC - 28 f
3 min. thread depth L/
3.8 max. fastener | Y-
penetration (typical) — | [€—A5 —» ALl \ Y]
| A1l | Bezel mounts to
A4 > this surface

_X - |<—— A3 (width) —p»

Figure 27 — 5.25 inch CD-ROM form factor
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Table 34 — 5.25 inch CD-ROM form factor

Dimension Value (inches)
Al 3.250 max
Al 1.634 max
Al 1.020 max
A2 8.110
A3 5.748
A4 5.500
A5 0.124
A6 3.118
A7 2.063
A8 2.063
A9 3.118
A10 0.394
All 0.858

4.4.6.2.1 5.25inch CD-ROM form factor connector location

A 5.25” CD-ROM form factor device shall use the 40-pin signal connector (See 4.3.1) and the 4-pin power
connector (See 4.3.2). The location of connectors of these connectors as well as the additional audio
connectors is shown in Figure 28.

Digital ~ Analog

Audio Audio cgmMm Signal Power
21 4321 sSLA 39 1 4321
. . . ....................

) i | -1 S e Jleooo

DG RGNDL 40 2  +5V GND +12V

Pin 20 keyed (removed) —
Connectors on top of PCB PCB

Digital  Analog
Audio  Audio ¢ gwm Signal Power

1234 SLA 39 1 1234

IL":T-_:,-—ljJII_:DL_.;D,_l?J 1 ||::::::::::::::::::::|| loocoo

GD LGNDR 20 / 2 +12V GND +5V
Pin 20 keyed (removed)

Connectors on bottom of PCB

Figure 28 — 5.25 inch CD-ROM connector location

Page 54



T13/1698D Revision 3

5 Parallel interface signal assignments and descriptions

5.1 Signal summary
The physical interface consists of receivers and drivers communicating through a set of conductors using an

asynchronous interface protocol. Table 35 defines the signal names. For connector descriptions see 4.3. For
driver and termination definition see 4.2.2. For signal protocol and timing see Clause 8 and Clause 9.

Table 35 — Interface signal name assignments

Description Host | Dir | Dev Acronym
Cable select (See note) CSEL
Chip select 0 - CS0-
Chip select 1 — CS1-
Data bus bit O VAN DDO
Data bus bit 1 <> DD1
Data bus bit 2 VAN DD2
Data bus bit 3 <> DD3
Data bus bit 4 VAN DD4
Data bus bit 5 <> DD5
Data bus bit 6 VAN DD6
Data bus bit 7 <> DD7
Data bus bit 8 VAN DD8
Data bus bit 9 <> DD9
Data bus bit 10 VAN DD10
Data bus bit 11 <> DD11
Data bus bit 12 VAN DD12
Data bus bit 13 <> DD13
Data bus bit 14 VAN DD14
Data bus bit 15 <> DD15

Device active or slave (Device 1) present (See note) DASP-

Device address bit 0 — DAO
Device address bit 1 - DA1
Device address bit 2 — DA2
DMA acknowledge - DMACK-
DMA request <« DMARQ
Interrupt request «— INTRQ
I/O read - DIOR-
DMA ready during Ultra DMA data-in bursts - HDMARDY-
Data strobe during Ultra DMA data-out bursts — HSTROBE
I/O ready «— IORDY
DMA ready during Ultra DMA data-out bursts «— DDMARDY-
Data strobe during Ultra DMA data-in bursts «— DSTROBE
I/O write - DIOW-
Stop during Ultra DMA data bursts - STOP
Passed diagnostics (See note) PDIAG-
Cable assembly type identifier (See note) CBLID-
Reset —> RESET-

NOTE — See signal descriptions and annex A for information on source of these signals
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5.2 Signal descriptions
5.2.1 CS(1:0)- (Chip select)

These are the chip select signals from the host used to select the Command Block or Control Block registers
(See 7). When DMACK:- is asserted, CS0- and CS1- shall be negated and transfers shall be 16 bits wide.

5.2.2 DA(2:0) (Device address)

This is the 3-bit binary coded address asserted by the host to access a register or data port in the device
(See 7.

5.2.3 DASP- (Device active, device 1 present)

During the reset protocol, DASP- shall be asserted by Device 1 to indicate that the device is present. At all
other times, the selected active device may assert DASP-.

5.2.4 DD(15:0) (Device data)

This is an 8- or 16-bit bi-directional data interface between the host and the device. DD(7:0) are used for 8-bit
register transfers. Data transfers are 16-bits wide except for CFA devices that implement 8-bit data transfers.

5.2.5 DIOR-:HDMARDY-:HSTROBE (Device I/O read:Ultra DMA ready:Ultra DMA data strobe)

DIOR- is the strobe signal used by the host to read device registers or the Data port. Data is transferred on
the negation of this signal.

HDMARDY- is a flow control signal for Ultra DMA data-in bursts. This signal is asserted by the host to
indicate to the device that the host is ready to receive Ultra DMA data-in bursts. The host may negate
HDMARDY- to pause an Ultra DMA data-in burst.

HSTROBE is the data-out strobe signal from the host for an Ultra DMA data-out burst. Both the rising and
falling edge of HSTROBE latch the data from DD(15:0) into the device. The host may stop generating
HSTROBE edges to pause an Ultra DMA data-out burst.

5.2.6 DIOW-:STOP (Device I/O write:Stop Ultra DMA burst)

DIOW- is the strobe signal used by the host to write device registers or the Data port. Data is transferred on
the negation of this signal.

DIOW- shall be negated by the host prior to initiation of an Ultra DMA burst. The host shall negate STOP
before data is transferred in an Ultra DMA burst. Assertion of STOP by the host during an Ultra DMA burst
signals the termination of the Ultra DMA burst.

5.2.7 DMACK- (DMA acknowledge)

This signal shall be used by the host in response to DMARQ to initiate DMA transfers. For Multiword DMA
transfers, the DMARQ/DMACK- handshake is used to provide flow control during the transfer. For Ultra DMA,
the DMARQ/DMACK- handshake is used to indicate when the function of interface signals changes.

When DMACK:- is asserted, CS0- and CS1- shall not be asserted and transfers shall be 16 bits wide.

5.2.8 DMARQ (DMA request)

The device shall assert this signal, used for DMA data transfers between host and device, when the device is
ready to transfer data to or from the host. For Multiword DMA transfers, the direction of data transfer is

controlled by DIOR- and DIOW-. This signal is used in a handshake manner with DMACK-, i.e., the device
shall wait until the host asserts DMACK- before negating DMARQ, and re-asserting DMARQ if there is more
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data to transfer. For Multiword DMA transfers, the DMARQ/DMACK- handshake is used to provide flow
control during the transfer. For Ultra DMA, the DMARQ/DMACK- handshake is used to indicate when the
function of interface signals changes.

This signal shall be released when the device is not selected.
See 6.2 and 6.3.
5.2.9 INTRQ (Device interrupt)

This signal is used by the selected device to interrupt the host system when Interrupt Pending is set. When
the nIEN bit is cleared to zero and the device is selected, INTRQ shall be enabled through a tri-state buffer.
When the nIEN bit is set to one or the device is not selected, the INTRQ signal shall be released.

When asserted, this signal shall be negated by the device within 400 ns of the negation of DIOR- that reads
the Status register to clear Interrupt Pending. When asserted, this signal shall be negated by the device within
400 ns of the negation of DIOW- that writes the Command register to clear Interrupt Pending.

When the device is selected by writing to the Device register while Interrupt Pending is set, INTRQ shall be
asserted within 400 ns of the negation of DIOW- that writes the Device register. When the device is
deselected by writing to the Device register while Interrupt Pending is set, INTRQ shall be released within 400
ns of the negation of DIOW- that writes the Device register.

For devices implementing the Tagged Command Queuing feature set (see ATA8-ACS), if INTRQ assertion is
being disabled using nlEN at the same instant that the device asserts INTRQ, the minimum pulse width shall
be at least 40 ns.

This signal shall be released when the device is not selected.
5.2.10 IORDY:DDMARDY-:DSTROBE (I/O channel ready:Ultra DMA ready:Ultra DMA data strobe)

IORDY is negated to extend the host transfer cycle of any host register access (read or write) when the
device is not ready to respond to a data transfer request. If the device requires that the host transfer cycle
time be extended for PIO modes 3 and above, the device shall use IORDY. Hosts that use PIO modes 3 and
above shall support IORDY.

DDMARDY:- is a flow control signal for Ultra DMA data-out bursts. This signal is asserted by the device to
indicate to the host that the device is ready to receive Ultra DMA data-out bursts. The device may negate
DDMARDY- to pause an Ultra DMA data-out burst.

DSTROBE is the data-in strobe signal from the device for an Ultra DMA data-in burst. Both the rising and
falling edge of DSTROBE latch the data from DD(15:0) into the host. The device may stop generating
DSTROBE edges to pause an Ultra DMA data-in burst.

This signal shall be released when the device is not selected.
5.2.11 PDIAG-:CBLID- (Passed diagnhostics:Cable assembly type identifier)

PDIAG- shall be asserted by Device 1 to indicate to Device 0 that Device 1 has completed diagnostics (See
Clause 8).

The host may sample CBLID- after a power-on or hardware reset in order to detect the presence of an 80-
conductor cable assembly by performing the following steps:

a) Wait until the power-on or hardware reset protocol is complete for all devices on the cable;
remember which devices are present for the last step.

b) If Device 1 is not present, go to step d.

c) Issue IDENTIFY DEVICE or IDENTIFY PACKET DEVICE to Device 1. From the information
returned, save word 80 and word 93 for the last step.
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NOTE - Word 80 bit 3 indicates compliance with ATA-3 or subsequent standards and word 93 bits (15:13)
indicate support of and results from sampling CBLID- at the device.

d) Issue IDENTIFY DEVICE or IDENTIFY PACKET DEVICE to Device 0. From the information
returned, save Word 93 for the last step.

NOTE — Word 93 bits (15:13) indicate support of and results from sampling CBLID- at the device.

e) Detect the state of the CBLID- signal at the host connector and save the result for the last step.
NOTE — Any device compliant with ATA-3 or subsequent standards releases PDIAG- no later than after the
first command following a power-on or hardware reset sequence and will not interfere with host detection of
CBLID- in this step. Some devices claiming compliance with ATA-3 or subsequent standards are known to
continue to assert CBLID-:PDIAG- which sometimes causes a 40-conductor cable assembly to be detected
as an 80-conductor cable assembly.

f)  Look up the output in Table 36 based on the inputs saved from steps a, c, d, and e.

Table 36 - Cable type identification

Inputs Output

Sensed | Device 1 Word 80 | Device 1 Word 93 | Device 0 Word 93 Cable

CBLID- bit 3 bits (15:13) bits (15:13) conductors

High X XXX XXX 40
Low Device absent Device absent 00X or 1XX 80
Low Device absent Device absent 010 Note 2
Low Device absent Device absent 011 80
Low 0 00X or 1XX Device absent Note 1
Low 0 00X or 1XX 00X or 1XX Note 1
Low 0 00X or 1XX 010 Note 2
Low 0 00X or 1XX 011 80
Low 0 010 Device absent Note 2
Low 0 010 XXX Note 2
Low 0 011 Device absent 80
Low 0 011 00X or 1XX 80
Low 0 011 010 Note 2
Low 0 011 011 80
Low 1 00X or 1XX Device absent 80
Low 1 00X or 1XX 00X or 1XX 80
Low 1 00X or 1XX 010 Note 2
Low 1 00X or 1XX 011 80
Low 1 010 Device absent Note 2
Low 1 010 XXX Note 2
Low 1 011 Device absent 80
Low 1 011 00X or 1XX 80
Low 1 011 010 Note 2
Low 1 011 011 80

NOTES -

1 Host cannot determine cable type due to insufficient information. For these cases, host
should not use Ultra DMA modes higher than mode 2 without using other means to
confirm presence of 80-conductor cable.

2 Host cannot determine cable type due to conflicting information. For these cases, host
should not use Ultra DMA modes higher than mode 2 without using other means to
confirm presence of 80-conductor cable.

3 X represents a don't-care input.
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See Annex A for a description of the non-standard device determination of cable type.

5.2.12 RESET- (Hardware reset)

This signal, referred to as hardware reset, shall be used by the host to reset the device (See 8.1).

NOTE — While a minimum slew rate is not specified, some hosts assert RESET- with an extremely slow rise
time when powering up. This may cause some devices to fail to recognize the assertion. Such hosts should
negate then reassert RESET- once power has been established.

5.2.13 CSEL (Cable select)

If CSEL is enabled in the device, the device is configured as either Device 0 or Device 1 depending upon the
value of CSEL:

— If CSEL is negated, the device number is 0;
— If CSEL is asserted, the device number is 1.

The state of this signal may be sampled at any time by the device.

The host shall ground CSEL.

5.2.13.1 CSEL with 40-conductor cable

Special cabling may be used to selectively ground CSEL. CSEL of Device 0 is connected to the CSEL
conductor in the cable, and is grounded, thus allowing the device to recognize itself as Device 0. CSEL of
Device 1 is not connected to the CSEL conductor, thus the device recognizes itself as Device 1. If a single

device is configured at the end of the cable using CSEL, a Device 1 only configuration results. See Figure 29
and Figure 30.

CSEL conductor |
Open
Ground |
Host Device 0 Device 1
CSEL conductor |
Open
Ground |
Host Device 1

Figure 29 — Cable select example

5.2.13.2 CSEL with 80-conductor cable
For designated cable assemblies (including all 80-conductor cable assemblies): these assemblies are

constructed so that CSEL is connected from the host connector to the connector at the opposite end of the
cable from the host (See Figure 30). Therefore, Device 0 shall be at the opposite end of the cable from the
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host. Single device configurations with the device not at the end of the cable shall not be used with Ultra DMA

modes.

CSEL conductor |
Open
Ground |
Host Device 1 Device 0
CSEL conductor |
Open
Ground ]
Host Device 0

Figure 30 — Alternate cable select example

6 Parallel interface general operational requirements

6.1 Interrupts

INTRQ is used by the selected device to notify the host of an event. The device internal Interrupt Pending
state is set when such an event occurs. If nlEN is cleared to zero, INTRQ is asserted (See 5.2.9).

The device shall enter the Interrupt Pending state when:

9)

any command except a PIO data-in command reaches command completion successfully;

any command reaches command completion with error;

the device is ready to send a data block during a PIO data-in command;

the device is ready to accept a data block after the first data block during a PIO data-out
command,;

a device implementing the PACKET Command feature set is ready to receive the command
packet and bits (6:5) in word O of the IDENTIFY PACKET DEVICE data have the value 01b;

a device implementing the PACKET Command feature set is ready to transfer a DRQ data block
during a PIO transfer;

a device implementing the TCQ feature set performs a bus release if the bus release interrupt is
enabled;

a device implementing the TCQ feature set has performed a bus release and is now ready to
continue the command execution;

a device implementing the TCQ feature set is ready to transfer data after a SERVICE command
if the Service interrupt is enabled;

10) Device 0 completes an EXECUTE DEVICE DIAGNOSTIC command. Device 1 shall not enter the

Interrupt Pending state when completing an EXECUTE DEVICE DIAGNOSTIC command.

The device shall not exit the Interrupt Pending state as a result of the host changing the state of the DEV bit.

The device shall exit the Interrupt Pending state when:

1

the device is selected, BSY is cleared to zero, and the Status register is read;
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2) the device is selected, both BSY and DRQ are cleared to zero, and the Command register is
written;

3) the RESET- signal is asserted;

4) the SRST bit is set to one.

6.2 Multiword DMA

Multiword DMA is a mandatory data transfer protocol used with the READ DMA, READ DMA EXT, WRITE
DMA, WRITE DMA EXT, READ DMA QUEUED, READ DMA QUEUED EXT, WRITE DMA QUEUED,
WRITE DMA QUEUED EXT, and PACKET commands. When a Multiword DMA transfer is enabled as
indicated by IDENTIFY DEVICE or IDENTIFY PACKET DEVICE (see ATA8-ACS) data, this data transfer
protocol shall be used for the data transfers associated with these commands. DMA transfer modes may be
changed using the SET FEATURES 03h subcommand (see ATA8-ACS). Signal timing for this protocol is
described in 9.2.3.

The DMARQ and DMACK:- signals are used to signify when a Multiword DMA transfer is to be executed. The
DMARQ and DMACK- signals are also used to control the data flow of a Multiword DMA data transfer.

When a device is ready to transfer data associated with a Multiword DMA transfer, the device shall assert
DMARQ. The host shall then respond by negating CS0O- and CS1-, asserting DMACK-, and begin the data
transfer by asserting, then negating, DIOW- or DIOR- for each word transferred. CS0- and CS1- shall remain
negated as long as DMACK- is asserted. The host shall not assert DMACK- until the device has asserted
DMARQ. The host shall initiate DMA read or write cycles only when both DMARQ and DMACK- are asserted.
Having asserted DMARQ and DMACK-, these signals shall remain asserted until at least one word of data
has been transferred.

The device may pause the transfer for flow control purposes by negating DMARQ. The host shall negate
DMACK- in response to the negation of DMARQ. The device may then reassert DMARQ to continue the data
transfer when the device is ready to transfer more data and DMACK- has been negated by the host.

The host may pause the transfer for flow control purposes by either pausing the assertion of DIOW- or DIOR-
pulses or by negating DMACK-. The device may leave DMARQ asserted if DMACK- is negated. The host
may then reassert DMACK- when DMARQ is asserted and begin asserting DIOW- or DIOR- pulses to
continue the data transfer.

When the Multiword DMA data transfer is complete, the device shall negate DMARQ and the host shall
negate DMACK- in response.

DMARQ shall be driven from the first assertion at the beginning of a DMA transfer until the negation after the
last word is transferred. This signal shall be released at all other times.

If the device detects an error before data transfer for the command is complete, the device may complete the
data transfer or may terminate the data transfer before completion and shall report the error in either case.

NOTE - If a data transfer is terminated before completion, the assertion of INTRQ should be passed through
to the host software driver regardless of whether all data requested by the command has been transferred.

6.3 Ultra DMA feature set
6.3.1 Overview

Ultra DMA is an optional data transfer protocol used with the READ DMA, READ DMA EXT, WRITE DMA,
WRITE DMA EXT, READ DMA QUEUED, READ DMA QUEUED EXT, WRITE DMA QUEUED, WRITE DMA
QUEUED EXT, and PACKET commands. When this protocol is enabled, the Ultra DMA protocol shall be
used instead of the Multiword DMA protocol when the host issues these commands. This protocol applies to
the Ultra DMA data burst only. When this protocol is used there are no changes to other elements of the ATA
protocol (e.g., Command Block Register access).
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Several signal lines are redefined to provide different functions during an Ultra DMA burst. These lines
assume these definitions when:

1) an Ultra DMA mode is selected, and

2) a host issues a READ DMA, WRITE DMA, READ DMA QUEUED, WRITE DMA QUEUED, or a
PACKET command requiring data transfer, and

3) the host asserts DMACK-.

These signal lines revert back to the definitions used for non-Ultra DMA transfers upon the negation of
DMACK- by the host at the termination of an Ultra DMA burst.

With the Ultra DMA protocol, the STROBE signal that latches data from DD(15:0) is generated by the same
agent (either host or device) that drives the data onto the bus. Ownership of DD(15:0) and this data strobe
signal are given either to the device during an Ultra DMA data-in burst or to the host for an Ultra DMA data-
out burst.

During an Ultra DMA burst a sender shall always drive data onto the bus, and, after a sufficient time to allow
for propagation delay, cable settling, and setup time, the sender shall generate a STROBE edge to latch the
data. Both edges of STROBE are used for data transfers so that the frequency of STROBE is limited to the
same frequency as the data.

Words in the IDENTIFY DEVICE data indicate support of the Ultra DMA feature and the Ultra DMA modes
the device is capable of supporting. The Set transfer mode subcommand in the SET FEATURES command
shall be used by a host to select the Ultra DMA mode at which the system operates. The Ultra DMA mode
selected by a host shall be less than or equal to the fastest mode of which the device is capable. Only one
Ultra DMA mode shall be selected at any given time. All timing requirements for a selected Ultra DMA mode
shall be satisfied. Devices supporting any Ultra DMA mode shall also support all slower Ultra DMA modes.

An Ultra DMA capable device shall retain the previously selected Ultra DMA mode after executing a software
reset sequence or the sequence caused by receipt of a DEVICE RESET command if a SET FEATURES
disable reverting to defaults command has been issued. The device may revert to a Multiword DMA mode if a
SET FEATURES enable reverting to default has been issued. An Ultra DMA capable device shall clear any
previously selected Ultra DMA mode and revert to the default non-Ultra DMA modes after executing a power-
on or hardware reset.

Both the host and device perform a CRC function during an Ultra DMA burst. At the end of an Ultra DMA
burst the host sends its CRC data to the device. The device compares its CRC data to the data sent from
the host. If the two values do not match, the device reports an error in the error register. If an error occurs
during one or more Ultra DMA bursts for any one command, the device shall report the first error that
occurred. If the device detects that a CRC error has occurred before data transfer for the command is
complete, the device may complete the transfer and report the error or abort the command and report the
error.

NOTE - If a data transfer is terminated before completion, the assertion of INTRQ should be passed through
to the host software driver regardless of whether all data requested by the command has been transferred.

6.3.2 Phases of operation

An Ultra DMA data transfer is accomplished through a series of Ultra DMA data-in or data-out bursts. Each
Ultra DMA burst has three mandatory phases of operation: the initiation phase, the data transfer phase, and
the Ultra DMA burst termination phase. In addition, an Ultra DMA burst may be paused during the data
transfer phase (See 8.12 and 8.13 for the detailed protocol descriptions for each of these phases, 9.2.4
defines the specific timing requirements). In the following rules DMARDY- is used in cases that could apply
to either DDMARDY- or HDMARDY-, and STROBE is used in cases that could apply to either DSTROBE or
HSTROBE. The following are general Ultra DMA rules.

1) An Ultra DMA burst is defined as the period from an assertion of DMACK- by the host to the subsequent
negation of DMACK-.
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When operating in Ultra DMA modes 2, 1, or 0 a recipient shall be prepared to receive up to two data
words whenever an Ultra DMA burst is paused. When operating in Ultra DMA modes 6, 5, 4, or 3 a
recipient shall be prepared to receive up to three data words whenever an Ultra DMA burst is paused.

6.3.2.1 Ultra DMA burst initiation phase rules

1)
2)
3)
4)
5)
6)

7

An Ultra DMA burst initiation phase begins with the assertion of DMARQ by a device and ends when the
sender generates a STROBE edge to transfer the first data word.

An Ultra DMA burst shall always be requested by a device asserting DMARQ.

When ready to initiate the requested Ultra DMA burst, the host shall respond by asserting DMACK-.

A host shall never assert DMACK- without first detecting that DMARQ is asserted.

For Ultra DMA data-in bursts: a device may begin driving DD(15:0) after detecting that DMACK- is
asserted, STOP negated, and HDMARDY- is asserted.

After asserting DMARQ or asserting DDMARDY- for an Ultra DMA data-out burst, a device shall not
negate either signal until the first STROBE edge is generated.

After negating STOP or asserting HDMARDY- for an Ultra DMA data-in burst, a host shall not change the
state of either signal until the first STROBE edge is generated.

6.3.2.2 Datatransfer phase rules

1)
2)

3)

4)

5)

The data transfer phase is in effect from after Ultra DMA burst initiation until Ultra DMA burst termination.

A recipient pauses an Ultra DMA burst by negating DMARDY- and resumes an Ultra DMA burst by
reasserting DMARDY-.

A sender pauses an Ultra DMA burst by not generating STROBE edges and resumes by generating
STROBE edges.

A recipient shall not signal a termination request immediately when the sender stops generating STROBE
edges. In the absence of a termination from the sender the recipient shall always negate DMARDY- and
wait the required period before signaling a termination request.

A sender may generate STROBE edges at greater than the minimum period specified by the enabled
Ultra DMA mode. The sender shall not generate STROBE edges at less than the minimum period
specified by the enabled Ultra DMA mode. A recipient shall be able to receive data at the minimum
period specified by the enabled Ultra DMA mode.

6.3.2.3 Ultra DMA burst termination phase rules

1)
2)

3)
4)

5)

6)

7
8)

9)

Either a sender or a recipient may terminate an Ultra DMA burst.

Ultra DMA burst termination is not the same as command completion. If an Ultra DMA burst termination
occurs before command completion, the command shall be completed by initiation of a new Ultra DMA
burst at some later time or aborted by the host issuing a hardware or software reset or DEVICE RESET
command if implemented by the device.

An Ultra DMA burst shall be paused before a recipient requests a termination.

A host requests a termination by asserting STOP. A device acknowledges a termination request by
negating DMARQ.

A device requests a termination by negating DMARQ. A host acknowledges a termination request by
asserting STOP.

Once a sender requests a termination, the sender shall not change the state of STROBE until the
recipient acknowledges the request. Then, if STROBE is not in the asserted state, the sender shall
return STROBE to the asserted state. No data shall be transferred on this transition of STROBE.

A sender shall return STROBE to the asserted state whenever the sender detects a termination request
from the recipient. No data shall be transferred nor CRC calculated on this edge of DSTROBE.

Once a recipient requests a termination, the responder shall not change DMARDY from the negated state
for the remainder of an Ultra DMA burst.

A recipient shall ignore a STROBE edge when DMARQ is negated or STOP is asserted.
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6.4 Host determination of cable type by detecting CBLID-

In a system using a cable, hosts shall determine that an 80-conductor cable is installed in a system before
operating with transfer modes faster than Ultra DMA mode 2. Hosts shall detect that CBLID- is connected to
ground to determine the cable type. See 5.2.11.

For detecting that CBLID- is connected to ground, the host shall test to see if CBLID- is below V,_or above
V. If the signal is below V., then an 80-conductor cable assembly is installed in the system because this
signal is grounded in the 80-conductor cable assembly’'s host connector. If the signal is above V, then a 40-
conductor cable assembly is installed because this signal is connected to the device(s) and is pulled up
through a 10 kQ resistor at each device.

Host
connector Device 0 Device 1
Host PCB / connector connector
PDIAG-:CBLID- » V4
conductor
N/C
Device 0 Device 1
PCB PCB
NOTES -
1 For this configuration hosts shall not set devices to operate at Ultra DMA modes greater
than 2.

2 N/C indicates that there is no connection from the host to this signal conductor.

Figure 31 - Example configuration of a system with a 40-conductor cable

Host
connector Device 0 Device 1
Host PCB e connector connector
PDIAG-:CBLID- s re

<} conductor

< <

Device 0 Device 1
PCB PCB

Figure 32 - Example configuration of a system where the host detects a 40-conductor cable
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Host
connector Device 1 Device 0
Host PCB / connector connector
PDIAG-:CBLID- yd »
conductor

<l——_|_N/C

<IJ

Device 1
PCB

<IJ

Device 0
PCB

NOTE - N/C indicates that there is no connection from the host to this signal conductor.

Figure 33 - Example configuration of a system where the host detects an 80-conductor cable

Table 37 - Host detection of CBLID-

Cable Device 1 Electrical state Host- Determination
assembly releases of CBLID- at determined correct?
type PDIAG- host cable type
40-conductor Yes 1 40-conductor Yes
80-conductor Yes 0 80-conductor Yes
40-conductor No 0 80-conductor No (See note)
80-conductor No 0 80-conductor Yes
NOTE — Ultra DMA mode 3, 4, 5, or 6 may be set incorrectly resulting in ICRC errors.
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7 Parallel interface register addressing

Registers are defined depending on whether reading or writing the register and whether the PACKET
command feature set is implemented (See Volume 1).

Table 38 — I/O registers

Registers used by devices
PACKET command feature set

Registers used by devices not implementing the implementing the

PACKET command feature set

Command Block registers Command Block registers

When read When written When read When written
Data Data Data Data
Error Features Error Features

Sector Count Sector Count Interrupt reason

LBA Low LBA Low

LBA Mid LBA Mid Byte Count Low Byte Count Low

LBA High LBA High Byte Count High Byte Count High
Device Device Device select Device select
Status Command Status Command

Control Block registers Control Block registers

Alternate Status | Device Control Alternate Status | Device Control

For transport protocols and timing see Clauses 8 and 9.

When the host initiates a register or Data port read or write cycle by asserting then negating either DIOW- or
DIOR-, the device(s) shall determine how to respond and what action(s), if any, are to be taken. The
following text and tables describe this decision process.

The device response begins with these steps:

1) For a device that is not in Sleep mode, see Table 39.

2) If DMACK- is asserted, a device in Sleep mode shall ignore all DIOW-/DIOR- activity. If DMACK- is
not asserted, a device in Sleep mode shall respond as described in Table 44 if the device does not
implement the PACKET Command feature set or Table 45 if the device does implement the PACKET
Command feature set.

Table 39 — Device response to DIOW-/DIOR-

Is the device selected? Is DMACK- asserted?

(See note 1)

Action/Response

No No See Table 40

No Yes DIOW-/DIOR- cycle is ignored
(possible DMA transfer with the
other device)

Yes No See Table 41

Yes Yes See Table 42 (See note 2)

Device 1 is selected but there | No See Table 43

is no Device 1 and Device 0

responds for Device 1.

Device 1 is selected but there | Yes

is no Device 1 and Device 0

responds for Device 1.

NOTES -

1 Device selected means that the DEV bit in the Device register matches the logical device
number of the device.

2 Applicable only to Multiword DMA, not applicable to Ultra DMA.

DIOW-/DIOR- cycle is ignored
(possible malfunction of the host)
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Table 40 — Device is not selected, DMACK- is not asserted

CSO- | CS1- [ DA2 | DAL [ DAO | DIOx- | DMARQ | BSY | DRQ | Device Response
N N X X X X z X X DIOW-/DIOR- cycle is ignored.
N A N X X X z X X
N A A N X X z X X
N A A A N w z X X Place new data into the Device Control
register and respond to the new values of the
nlEN and SRST bits.
N A A A N R z X X DIOW-/DIOR- cycle is ignored.
N A A A A X z X X
A N N N N X z X X
A N N N A W Z 0 X Place new data into the Feature register.
A N N N A W z 1 X DIOW-/DIOR- cycle is ignored.
A N N N A R z X X
A N N A N W z 0 X Place new data into the Sector Count register.
A N N A N W Z 1 X DIOW-/DIOR- cycle is ignored.
A N N A N R z X X
A N N A A W Z 0 X Place new data into the LBA Low register.
A N N A A W z 1 X DIOW-/DIOR- cycle is ignored.
A N N A A R z X X
A N A N N W z 0 X Place new data into the LBA Mid register.
A N A N N W Z 1 X DIOW-/DIOR- cycle is ignored.
A N A N N R z X X
A N A N A W Z 0 X Place new data into the LBA High register.
A N A N A W z 1 X DIOW-/DIOR- cycle is ignored.
A N A N A R z X X
A N A A N W z 0 X Place new data into the Device register.
Respond to the new value of the DEV bhit.
A N A A N W z 1 X DIOW-/DIOR- cycle is ignored.
A N A A N R z X X
A N A A A W z 0 X Place new data into the Command register.
Do not respond unless the command is
EXECUTE DEVICE DIAGNOSTICS.
A N A A W Z 1 X DIOW-/DIOR- cycle is ignored.
A N A A A R z X X
A A X X X Z X X DIOW-/DIOR- cycle is ignored.
NOTE —
1. Except in the DIOx- column, A = asserted, N = negated, Z = released, X = don’t care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.
3. Device is selected if the DEV bit in the Device register is the logical device number of the device.
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Table 41 — Device is selected, DMACK- is not asserted

CS0- | CS1- | DA2 | DALl | DAO | DIOx- | DMARQ | BSY | DRQ | Device Response

N N X X X X X X X DIOW-/DIOR- cycle is ignored.

N A N X X X X X X

N A A N X X X X X

N A A A N W X X X Place new data into the Device Control
register and respond to the new values of the
nlEN and SRST bits.

N A A A N R X X X Place Status register contents on the data
bus (do not change the Interrupt Pending
state).

N A A A A X X X X DIOW-/DIOR- cycle is ignored.

A N N N N X X 0 0

A N N N N X X 0 1 PIO data transfer for this device, a 16-bit data
word is transferred via the Data register.

A N N N N X X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.

A N N N A W X 0 0 Place new data into the Features register.

A N N N A W X 0 1 DIOW- is ignored, this is a malfunction of the
host.

A N N N A W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.

A N N N A R X 0 X Place the contents of the Error register on the
data bus.

A N N N A R X 1 X Place the contents of the Status register on
the data bus.

A N N A N W X 0 0 Place new data into the Sector Count register.

A N N A N W X 0 1 DIOW- is ignored, this is a malfunction of the
host.

A N N A N W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.

A N N A N R X 0 X Place the contents of the Sector Count
register on the data bus.

A N N A N R X 1 X Place the contents of the Status register on
the data bus.

A N N A A W X 0 0 Place new data into the LBA Low register.

A N N A A W X 0 1 DIOW- is ignored, this is a malfunction of the
host.

A N N A A W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.

A N N A A R X 0 X Place the contents of the LBA Low register on
the data bus.

A N N A A R X 1 X Place the contents of the Status register on
the data bus.

A N A N N W X 0 0 Place new data into the LBA Mid register.

A N A N N W X 0 1 DIOW- is ignored, this is a malfunction of the
host.

A N A N N W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.

A N A N N R X 0 X Place the contents of the LBA Mid register on
the data bus.

A N A N N R X 1 X Place the contents of the Status register on
the data bus.

A N A N A W X 0 0 Place new data into the LBA High register.
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Table 41 — Device is selected, DMACK- is not asserted (continued)

CSO- | CS1- | DA2 | DAL | DAO | DIOx- | DMARQ | BSY | DRQ | Device Response
A N A N A W X 0 1 DIOW- is ignored, this is a malfunction of the
host.
A N A N A W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.
A N A N A R X 0 X Place the contents of the LBA High register
on the data bus.
A N A N A R X 1 X Place the contents of the Status register on
the data bus.
A N A A N W X 0 0 Place new data into the Device register.
Respond to the new value of the DEV bit.
A N A A N W X 0 1 DIOW- is ignored, this is a malfunction of the
host.
A N A A N W X 1 X Result of DIOW-/DIOR- cycle is
indeterminate.
A N A A N R X 0 X Place the contents of the Device register on
the data bus.
A N A A N R X 1 X Place the contents of the Status register on
the data bus.
A N A A A W X 0 0 Place new data into the Command register
and respond to the new command (exit the
Interrupt Pending State).
A N A A A W X 0 1 Result of DIOW-/DIOR- cycle is
A N A A A W X 1 X indeterminate, unless the device supports
DEVICE RESET. If the device supports the
DEVICE RESET command, exit the Interrupt
Pending state.
A N A A A R X X X Place contents of Status register on the data
bus and exit the Interrupt Pending state.
A A X X X X X X X DIOW-/DIOR- cycle is ignored.
NOTE —
1. Except in the DIOx- column, A = asserted, N = negated, X = don't care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.
3. Device is selected if the DEV bit in the Device register is the logical device number of the device.
4. For devices implementing the 48-bit Address feature set, the HOB bit in the Device Control register
defines whether the current or previous content of the registers is placed on DD(7:0).

(concluded)

Table 42 — Device is selected, DMACK- is asserted (for Multiword DMA only)

CS0- | CS1- | DA2 | DAL | DAO | DIOx- | DMARQ [ BSY | DRQ | Device Response
N N X X X X N 1 X This could be the final DIOW-/DIOR- of a
N N X X X X N 0 X Multiword DMA transfer burst, or a possible

malfunction of the host that is ignored.

N N X X X X A 1 X DMA transfer for this device, a 16-bit word of
N N X X X X A 0 1 data is transferred via the Data Port.
X A X X X X X X X DIOW-/DIOR- cycle is ignored (possible
A X X X X X X X X malfunction of the host).

NOTE —

1. Except in the DIOx- column, A = asserted, N = negated, Z = released, X = don't care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.
3. Device is selected if the DEV bit in the Device register is the logical device number of the device.
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Table 43 —Device 1 is selected and Device 0 is responding for Device 1

CS0-

CS1-

DA2

DAl

DAO

DIOx-

DMARQ

BSY

DRQ

Device Response

DIOW-/DIOR- cycle is ignored.

Z1IZ2Z2 2

> > >

> > Z X

>Z X X

Z|X X X

S|x x X

X|IX N N

oo oo

(o] [oNeNe)

Place new data into the Device 0 Device
Control register and respond to the new
values of the nlEN and SRST bits.

Place O0H on the data bus.

DIOW-/DIOR- cycle is ignored.

Z|1Z >(>

ZZ2 >(>

Z|1Z >(>

S|x x|

XX X [X

o|o oo

o|o oo

Place new data into the Device O Feature
register.

2

2

2

> rZ2>Z2

x

o

o

Place the contents of the Device 0 Error
register on the data bus.

Place new data into Device 0 Sector Count
register.

> > P > Z2

If the device does not implement the
PACKET Command feature set, the device
shall place the contents of the Device O
Sector Count register on the data bus. If the
device implements the PACKET Command
feature set, the device shall place 00h on the
data bus.

Place new data into Device 0 LBA Low
register.

If the device does not implement the
PACKET Command feature set, the device
shall place the contents of the Device 0 LBA
Low register on the data bus. If the device
implements the PACKET Command feature
set, the device shall place 00h on the data
bus.

Place new data into Device 0 LBA Mid
register.

If the device does not implement the
PACKET Command feature set, the device
shall place the contents of the Device 0 LBA
Mid register on the data bus. If the device
implements the PACKET Command feature
set, the device shall place 00h on the data
bus.

Place new data into Device 0 LBA High
register.

If the device does not implement the
PACKET Command feature set, the device
shall place the contents of the Device 0 LBA
High register on the data bus. If the device
implements the PACKET Command feature
set, the device shall place 00h on the data
bus.

Place new data into the Device 0 Device
register. Respond to the new value of the
DEV bit.
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Table 43 —Device 1 is selected and Device 0 is responding for Device 1 (continued)

CS0-

CS1-

DA2

DAl

DAO

DIOx-

DMARQ

BSY

DRQ

Device Response

N

A

A

N

R

X

0

0

If the device does not implement the
PACKET Command feature set, the device
shall place the contents of the Device O
Device register, with the DEV bit set to one,
on the data bus. If the device implements the
PACKET Command feature set, the device
shall place 00h on the data bus.

Place new data into the Command register of
Device 0. Do not respond unless the
command is EXECUTE DEVICE
DIAGNOSTICS.

A

N

A

A

A

R

X

0

0

Place 00H on the data bus.

A

A

X

X

X

X

X

0

0

DIOW-/DIOR- cycle is ignored.

NOTE -

1. Except in the DIOx- column, A = asserted, N = negated, Z = released, X = don't care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.
3. Device is selected if the DEV bit in the Device register is the logical device number of the device.

(concluded)

Table 44 — Device is in Sleep mode, DEVICE RESET is not implemented, DMACK- is not asserted

CS0- | CS1- | DA2 | DAL | DAO | DIOx- | DMARQ | BSY | DRQ [ Device Response
N N X X X X 4 X X DIOW-/DIOR- cycle is ignored.
N A N X X X z X X
N A A N X X z X X
N A A A N W Z X X Place new data into the Device Control
register SRST bit and respond only if SRST
bitis 1.
N A A A N R 4 X X DIOW-/DIOR- cycle is ignored.
N A A A A X z X X
A N X X X X z X X
A A X X X X Z X X
NOTE -

1. Except in the DIOx- column, A = asserted, N = negated, Z = released, X = don't care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.

3. Device is selected if the DEV bit in the Device register is the logical device number of the device.
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Table 45 — Device is in Sleep mode, DEVICE RESET is implemented, DMACK- is not asserted

CSO- | CS1- | DA2 | DALl | DAO | DIOx- | DMARQ | BSY | DRQ | Device Response
N N X X X X Z X X DIOW-/DIOR- cycle is ignored.
N A N X X X z X X
N A A N X X z X X
N A A A N w Z X X Place new data into the Device Control
register SRST bit and respond only if SRST
bitis 1.
N A A A N R Z X X DIOW-/DIOR- cycle is ignored.
N A A A A X z X X
A N N X X X z X X
A N A N X X Z X X
A N A A N W Z X X Place new data into the Device register DEV
bit.
A N A A N R Z X X DIOR- cycle is ignored.
A N A A A W z X X DIOW- cycle is ignored unless the device is
selected and the command is DEVICE
RESET.
A N A A A R Z X X DIOR- cycle is ignored.
A A X X X X Z X X DIOW-/DIOR- cycle is ignored
NOTE -
1. Except in the DIOx- column, A = asserted, N = negated, Z = released, X = don't care.
2. In the DIOx- column, R = DIOR- asserted, W = DIOW- asserted, X = either DIOR- or DIOW- is asserted.
3. Device is selected if the DEV bit in the Device register is the logical device number of the device.
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8 Parallel interface transport protocol

Commands are grouped into different classes according to the protocol followed for command execution. The
command classes with their associated protocol are defined in state diagrams in this clause, one state
diagram for host actions and a second state diagram for device actions. Figure 34 shows the overall
relationship of the host protocol state diagrams. Figure 35 shows the overall relationship of the device
protocol state diagrams. State diagrams defining these protocols are not normative descriptions of
implementations, they are normative descriptions of externally apparent device or host behavior. Different
implementations are allowed. See 3.2.8 for state diagram conventions.

A device shall not timeout any activity when waiting for a response from the host.
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HHR: Host power on

or Hardware Reset

Page 74

HI:HIO: Host bus Idle
Power on RESET asserted
| A:l
v Reset completed
HSR: Host Software -
Reset A Command written
SRST Command completed»
= Service return
- Bus released
A —————
HND: Host Non-Data HPIOI: Host PIO data-
command In command
-t
- |
HPIOO: Host PIO data- HDMA: Host DMA
Out command command
-
— A Y 1
-
HED: Host EXECUTE
DEVICE DIAGNOSTIC command
>L>
< [
"l
HDR: Host DEVICE HP: Host PACKET non-
RESET command data & PIO data command
-
|
- A 1
-
A -
A .
HPD: Host PACKET HDMAQ: Host DMA
DMA command QUEUED command
— | < —
-
|
>
- o
-
Figure 34 — Overall host protocol state sequence
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DHR: Device power on
or Hardware Reset

Power on RESET asserted

DI:DIO: Device bus Idle

gt

DOSR: Device 0 Software Reset

-

Reset completed
—
Command written

Command completed
'

SRST & Device 0 v
= \ Service return
L Bus released
A ™
D1SR: Device 1 Software Reset
SRST & Device 1 v
~ A
-
DPIOI: Device PIO data-In
DND: Device Non-Data command command
|t
— A Y >
|t
DPIOO: Device PIO data-Out A DDMA: Device DMA
command command
o
L><
- Y | -
-l
DOED: Device 0 EXECUTE A D1ED: Device 1 EXECUTE
DEVICE DIAGNOSTIC command DEVICE DIAGNOSTIC cmnd
o
|
- A Y >
>A<
DDR: Device DEVICE RESET DP: Device PACKET non-
command data & PIO data command
>A<
><—V
- A 1
-
[l -
|————————————————
DPD: Device PACKET DMA DDMAQ: Device DMA
command QUEUED command
-
><—v
- 1
g
- 1
|-

Figure 35 — Overall device protocol state sequence
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8.1 Power-on and hardware reset protocol
This clause describes the protocol for processing of power-on and hardware resets.

If the host asserts RESET-, regardless of the power management mode, the device shall execute the
hardware reset protocol. If the host reasserts RESET- before a device has completed the power-on or
hardware reset protocol, then the device shall restart the protocol from the beginning.

The host should not set the SRST bit to one in the Device Control register or issue a DEVICE RESET
command while the BSY bit is set to one in either device Status register as a result of executing the power-on
or hardware reset protocol. If the host sets the SRST bit in the Device Control register to one or issues a
DEVICE RESET command before devices have completed execution of the power-on or hardware reset
protocol, then the devices shall ignore the software reset or DEVICE RESET command.

A host should issue an IDENTIFY DEVICE and/or IDENTIFY PACKET DEVICE command after the power-on
or hardware reset protocol has completed to determine the current status of features implemented by the
device(s).

Figure 36 and the text following the figure describe the power-on or hardware reset protocol for the host.
Figure 37 and the text following the figure describe the power-on or hardware reset protocol for the devices.

HHRO: Assert_ RESET- HHR1: Negate_wait HHR2: Check_status
Power on or RESET- asserted t>2ms BSY=0
hardware reset | >25 ps (t=0) HHR1:HHR2 ——#=t— HHR2:HI0 = Host_idle
required HHRO:HHR1
— xx:HHRO BSY =1
HHR2:HHR2 —

Figure 36 — Host power-on or hardware reset state diagram

HHRO: Assert RESET- State: This state is entered at power-on or when the host recognizes that a
hardware reset is required.

When in this state, the host asserts RESET-. The host shall remain in this state with RESET- asserted for at
least 25 ps. The host shall negate CS(1:0), DA(2:0), DMACK-, DIOR-, and DIOW- and release DD(15:0).

Transition HHRO:HHR1: When the host has had RESET- asserted for at least 25 ps, the host shall make a
transition to the HHR1: Negate wait state.

HHR1: Negate_ wait State: This state is entered when RESET- has been asserted for at least 25 us.

When in this state, the host shall negate RESET-. The host shall remain in this state for at least 2 ms after
negating RESET-. If the host tests CBLID- it shall do so at this time.

Transition HHR1:HHR2: When RESET- has been negated for at least 2 ms, the host shall make a transition
to the HHR2: Check_status state.

HHR2: Check_status State: This state is entered when RESET- has been negated for at least 2 ms.

When in this state the host shall read the Status or Alternate Status register.
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Transition HHR2:HHR2: When BSY is set to one, the host shall make a transition to the HHR2:
Check_status state.

Transition HHR2:HIO: When BSY is cleared to zero, the host shall make a transition to the HIO: Host_idle
state (See Figure 41). If status indicates that an error has occurred, the host shall take appropriate error

recovery action.

DHRO: RESET- DHR1: Release_bus
PDIAG-=X, DASP-=X, BSY=x PDIAG-=R, DASP-=X, BSY=1

Bus released & Device 1
— DHR1:D1HRO
Bus released & Device 0

DOHRO: DASP-_wait DHR1:DOHRO —
PDIAG- =R, DASP- =R, BSY=1 /
—_— D1HRO: Set_DASP-

t>1ms / PDIAG- =R, DASP- =R, BSY=1
DOHRO:DOHR1 —

DOHR1: Sample_DASP- DASP- asserted
PDIAG- =R, DASP- =R, BSY=1 D1HRO:D1HR1

RESET- asserted RESET- negated (t=0)
— XX:DHRO —=1— DHRO0:DHR1

Sample DASP-
- D1HR1: Set_status
DOHR1:DOHR1 A = _
DASP- asserted PDIAG- =R, DASP- =A, BSY=1
-t
DOHR1:DOHR2 — Status set, passed diagnostic
450ms<t<5s L D1HR1:DI2 == Device_idle_NS

— DOHR1:DOHR3
Clear bit 7

BSY=0, PDIAG-=A

Status set, failed diagnostic
— D1HR1:DI2 = Device_idle_NS
BSY=0, PDIAG-=N

DOHR2: Sample_PDIAG-
PDIAG- =R, DASP- =R, BSY=1

DOHR3: Set_status
PDIAG- =R, DASP- =R, BSY=1

Resample PDIAG-

DOHR2:DOHR2 —

PDIAG- asserted Status set
— DOHR2a:DOHR3 ——— ®1— DOHR3:DI1—® Device_idle_S

Clear bit 7 BSY=0
t>31s
— DOHR2b:DOHR3 -
Set bit 7
BSY DRQ REL SERV C/D /O | INTRQ | DMARQ | PDIAG- | DASP-
v 0 0 0 0 0 R R Vv \

Figure 37 — Device power-on or hardware reset state diagram

DHRO: RESET State: This state is entered when a valid assertion of the RESET- signal is recognized.
The device shall not recognize a RESET- assertion shorter than 20 ns as valid. Devices may recognize a
RESET- assertion greater that 20 ns as valid and shall recognize a RESET- assertion equal to or greater than

25 us as valid.

Transition DHRO:DHR1: When a valid RESET- signal is negated, the device shall make a transition to the
DHR1: Release_Bus state.

Page 77



T13/1698D Revision 3

DHR1: Release_bus State: This state is entered when a valid RESET- signal is negated.

When in this state, the device shall release bus signals PDIAG-, INTRQ, IORDY, DMARQ, and DD(15:0) and
shall set BSY to one within 400 ns after entering this state. The device shall determine if the device is Device
0 or Device 1 by checking the jumper, switch, or CSEL.

Transition DHR1:DOHRO: When the device has determined that the device is Device 0, has released the
bus signals, and has set BSY to one, then the device shall make a transition to the DOHRO: DASP-_wait
state.

Transition DHR1:D1HRO: When the device has determined that the device is Device 1, has released the
bus signals, and has set BSY to one, then the device shall make a transition to the D1IHRO: Set_ DASP- state.

DOHRO: DASP-_wait State: This state is entered when the device has released the bus signals, set
BSY to one, and determined that the device is Device O.

When in this state, the device shall release DASP- and clear the DEV bit in the Device register to zero within
1 ms of the negation of RESET-.

Transition DOHRO:DOHR1: When at least 1 ms has elapsed since the negation of RESET-, the device shall
make a transition to the DOHR1: Sample_DASP- state.

DOHR1: Sample DASP- State: This state is entered when at least 1 ms has elapsed since the
negation of RESET-.

When in this state, the device should begin performing the hardware initialization and self-diagnostic testing.
This may revert the device to the default condition (the device’s settings may now be different than they were
before the host asserted RESET-). All Ultra DMA modes shall be disabled.

When in this state, the device shall sample the DASP- signal.

Transition DOHR1:DOHR2: When the sample indicates that DASP- is asserted, the device shall make a
transition to the DOHR2: Sample_PDIAG- state.

Transition DOHR1:DOHR1: When the sample indicates that DASP- is negated and less than 450 ms have
elapsed since the negation of RESET-, then the device shall make a transition to the DOHR1: Sample_DASP-
state. When the sample indicates that DASP- is negated and greater than 450 ms but less than 5 s have
elapsed since the negation of RESET-, then the device may make a transition to the DOHR1: Sample_DASP-
state.

Transition DOHR1:DOHR3: When the sample indicates that DASP- is negated and 5 s have elapsed since
the negation of RESET-, then the device shall clear bit 7 in the Error register and make a transition to the
DOHR3: Set_status state. When the sample indicates that DASP- is negated and greater than 450 ms but
less than 5 s have elapsed since the negation of RESET-, then the device may clear bit 7 in the Error register
and make a transition to the DOHRS3: Set_status state.

DOHR2: Sample_PDIAG- State: This state is entered when the device has recognized that DASP- is
asserted.

When in this state, the device shall sample the PDIAG- signal.

Transition DOHR2a:DOHR3: When the sample indicates that PDIAG- is asserted, the device shall clear bit 7
in the Error register and make a transition to the DOHR3: Set_status state.

Transition DOHR2b:DOHR3: When the sample indicates that PDIAG- is not asserted and 31 s have elapsed

since the negation of RESET-, then the device shall set bit 7 in the Error register and make a transition to the
DOHR3: Set_status state.
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Transition DOHR2:DOHR2: When the sample indicates that PDIAG- is not asserted and less than 31 s have
elapsed since the negation of RESET-, then the device shall make a transition to the DOHR2:
Sample_PDIAG- state.

DOHR3: Set_status State: This state is entered when Bit 7 in the Error register has been set or
cleared.

When in this state the device shall complete the hardware initialization and self-diagnostic testing begun in
the Sample DASP- state if not already completed.

The EXECUTE DEVICE DIAGNOSTICS diagnostic code shall be placed in bits (6:0) of the Error register (see
ATAB8-ACS). The device shall set the signature values (see ATA8-ACS). The device shall clear the SRST bit
to zero in the Device Control register if set to one. The content of the Features register is undefined. The
device shall set word 93 in the IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data (see ATA8-ACS).

If the device does not implement the PACKET command feature set, the device shall clear bits 3, 2, and 0 in
the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

Transition DOHR3:DI1: When hardware initialization and self-diagnostic testing is completed and the status
has been set, the device shall clear BSY to zero and make a transition to the DI1: Device_idle_S state (See
Figure 43).

D1HRO: Set_DASP- State: This state is entered when the device has released the bus, set BSY to
one, and determined that the device is Device 1.

When in this state, the device shall clear the DEV bit in the Device register to zero within 1 ms and shall
assert DASP- within 400 ms of the negation of RESET-.

When in this state, the device should begin execution of the hardware initialization and self-diagnostic testing.
The device may revert to the default condition (the device’s settings may now be in different conditions than
they were before RESET- was asserted by the host). All Ultra DMA modes shall be disabled.

Transition D1HRO:D1HR1: When DASP- has been asserted, the device shall make a transition to the
D1HR1: Set_status state.

D1HR1: Set_status State: This state is entered when the device has asserted DASP-.

When in this state the device shall complete any hardware initialization and self-diagnostic testing begun in
the Set DASP- state if not already completed. The EXECUTE DEVICE DIAGNOSTIC diagnostic code shall
be placed in the Error register (see ATA8-ACS). If the device passed self-diagnostics, the device shall assert
PDIAG-. The device shall set word 93 in the IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data (see
ATAB-ACS).

All actions required in this state shall be completed in < 30 s.

The device shall set the signature values (see ATA8-ACS). The content of the Features register is undefined.
The device shall clear the SRST bit to zero in the Device Control register if set to one.

If the device does not implement the PACKET command feature set, the device shall clear bits 3, 2, and 0 in
the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
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MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

Transition D1HR1a:DI2: When hardware initialization and self-diagnostic testing is completed, the device
passed its diagnostics, and the status has been set, the device shall clear BSY to zero, assert PDIAG-, and
make a transition to the DI2: Device_idle_NS state (See Figure 43).

Transition D1HR1b:DI2: When hardware initialization and self-diagnostic testing is completed, the device
failed its diagnostic, and the status has been set, the device shall clear BSY to zero, negate PGIAG-, and
make a transition to the DI2: Device_idle_NS state (See Figure 43).

8.2 Software reset protocol
This clause describes the protocol for processing of software reset when the host sets SRST.

If the host sets SRST in the Device Control register to one regardless of the power management mode, the
device shall execute the software reset protocol. If the host asserts RESET- before a device has completed
the software reset protocol, then the device shall execute the hardware reset protocol from the beginning.

The host should not set the SRST bit to one in the Device Control while the BSY bit is set to one in either
device Status register as a result of executing the software reset protocol. If the host sets the SRST bit in the
Device Control register to one before devices have completed execution of the software reset protocol, then
the devices shall restart execution of the software reset protocol from the beginning. If the host issues a
DEVICE RESET command before devices have completed execution of the software reset protocol, the
command shall be ignored.

A host should issue an IDENTIFY DEVICE and/or IDENTIFY PACKET DEVICE command after the software
reset protocol has completed to determine the current status of features implemented by the device(s).

Figure 38 and the text following the figure describe the software reset protocol for the host. Figure 39 and the
text following the figure describe the software reset protocol for Device 0. Figure 40 and the text following the
figure describe the software reset protocol for Device 1.

HSRO: Set_SRST HSR1: Clear_wait HSR2: Check_status

Software reset SRST asserted t>2ms BSY =0

required 25us (t=0) - HSR1:HSR2 ——#— HSR2:HI0 = Host_idle
— xX:HSRO —#»1—HSR0O:HSR1 —— ]

BSY=1
HSR2:HSR2 —

Figure 38 — Host software reset state diagram

HSRO: Set_ SRST State: This state is entered when the host initiates a software reset.

When in this state, the host shall set SRST in the Device Control register to one. The SRST bit shall be
written to both devices when the Device Control register is written. The host shall remain in this state with
SRST set to one for at least 5 us. The host shall not set SRST to one unless the bit has been cleared to zero
for at least 5 ps.

Transition HSRO:HSR1: When the host has had SRST set to one for at least 5 us, the host shall make a
transition to the HSR1: Clear_wait state.
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HSR1: Clear_wait State: This state is entered when SRST has been set to one for at least 5 ps.

When in this state, the host shall clear SRST in the Device Control register to zero. The host shall remain in
this state for at least 2 ms.

Transition HSR1:HSR2: When SRST has been cleared to zero for at least 2 ms, the host shall make a
transition to the HSR2: Check_status state.

HSR2: Check_status State: This state is entered when SRST has been cleared to zero for at least 2
ms.

When in this state the host shall read the Status or Alternate Status register.

Transition HSR2:HSR2: When BSY is set to one, the host shall make a transition to the HSR2:
Check_status state.

Transition HSR2:HI0: When BSY is cleared to zero, the host shall check the ending status in the Error
register and the signature (see ATA8-ACS) and make a transition to the HIO: Host_idle state (See Figure 41).

DOSRO: SRST DOSR3: Set_status
PDIAG- =R, BSY=1 PDIAG- =R, BSY=1
SRST set to one SRST cleared to zero & no Device 1 (t=0) Status set Devi
— xx:DOSRO —#={— DOSR0:DOSR3 »!—DOSR3:DI1 —#— i‘a‘l’éces—
Clear bit 7 BSY=0 -

DOSR1: PDIAG-_wait
SRST clearedto zero &  ppIAG- =R, BSY=1
Device 1 exists (t=0) —

— DOSRO:DOSR1 ——

t>1 ms
DOSR1:DOSR2 —

DOSR2: Sample_PDIAG-
PDIAG- =R, BSY=1

PDIAG- asserted
— DOSR2a:DOSR3 ——

Clear bit 7

Resample PDIAG-

DOSR2:DOSR2 —
t>31ls

— DOSR2b:DOSR3 —— =
Set bit 7

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-
\ 0 0 0 0 0 R R V R

Figure 39 — Device 0 software reset state diagram

DOSRO: SRST State: This state is entered by Device 0 when the SRST bit is set to one in the Device
Control register.

When in this state, the device shall release PDIAG-, INTRQ, IORDY, DMARQ, and DD(15:0) within 400 ns
after entering this state. The device shall set BSY to one within 400 ns after entering this state.
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If the device does not implement the PACKET command feature set, the device should begin performing the
hardware initialization and self-diagnostic testing. The device may revert to the default condition (the device’s
setting may now be in different conditions than they were before the SRST bit was set to one by the host).
However, an Ultra DMA mode setting (either enabled or disabled) shall not be affected by the host setting
SRST to one.

If the PACKET command feature set is implemented, the device may begin performing the hardware
initialization and self-diagnostic testing and the device is not expected to stop any background device activity
(e.g., immediate command, see MMC or MMC-2) that was started prior to the time that SRST was set to one.
The device shall not revert to the default condition and an Ultra DMA mode setting (either enabled or
disabled) shall not be affected by the host setting SRST to one.

Transition DOSR0:DOSR1: When SRST is cleared to zero and the assertion of DASP- by Device 1 was
detected during the most recent power-on or hardware reset, the device shall make a transition to the
DOSR1: PDIAG-_wait state.

Transition DOSR0:DOSR3: When SRST is cleared to zero and the assertion of DASP- by Device 1 was not
detected during the most recent power-on or hardware reset, the device shall clear bit 7 to zero in the Error
register and make a transition to the DOSR3: Set_status state.

DOSR1: PDIAG-_wait State: This state is entered when SRST has been cleared to zero and Device 1
is present.

The device shall remain in this state for at least 1 ms and shall clear the DEV bit in the Device register to zero
within 1 ms.

Transition DOSR1:DOSR2: When at least 1 ms has elapsed since SRST was cleared to zero, the device
shall make a transition to the DOSR2: Sample_PDIAG- state.

DOSR2: Sample_PDIAG- State: This state is entered when SRST has been cleared to zero for at
least 1 ms.

When in this state, the device shall sample the PDIAG- signal.

Transition DOSR2:DOSR2: When the sample indicates that PDIAG- is not asserted and less than 31 s have
elapsed since SRST was cleared to zero, then the device shall make a transition to the DOSR2:
Sample_PDIAG- state.

Transition DOSR2a:D0OSR3: When the sample indicates that PDIAG- is asserted, the device shall clear bit 7
to zero in the Error register and shall make a transition to the DOSR3: Set_status state.

Transition DOSR2b:DOSR3: When the sample indicates that PDIAG- is not asserted and 31 s have elapsed
since SRST was cleared to zero, the device shall set bit 7 to one in the Error register and shall make a
transition to the DOSR3: Set_status state.

DOSR3: Set_status State: This state is entered when Bit 7 in the Error register has been set or cleared
or Device 1 does not exist.

When in this state, the device shall clear the DEV bit in the Device register to zero within 1 ms. The device
shall complete any hardware initialization and self-diagnostic testing begun in the SRST state if not already
completed.

All actions required in this state shall be completed within 31 s.

The EXECUTE DEVICE DIAGNOSTICS diagnostic code shall be placed in bits (6:0) of the Error register (see

ATAB8-ACS). The device shall set the signature values (see ATA8-ACS). The content of the Features register
is undefined.
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If the device does not implement the PACKET command feature set, the device shall clear bits 3, 2, and 0 in
the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

Transition DOSR3:DI1: When hardware initialization and self-diagnostic testing is completed and the status
has been set, the device shall clear BSY to zero and make a transition to the DI1: Device_idle_S state (See
Figure 43).

D1SRO: SRST D1SR1: Release_PDIAG- DI1SR2: Set_status
PDIAG-=X, BSY=1 PDIAG- =X, BSY=1 PDIAG- =R, BSY=1
SRST=1 SRST=0 PDIAG- released Status set,
— xx:D1SRO D1SR0:D1SR1—#={— D1SR1:D1SR2 — | PasSed diagnostics /.
— D1SR2a:DI2—m idle NS

BSY=0, PDIAG-=A

Status set,
failed diagnostics

. Device
—D1SR2b:DI2 —= idle. NS
BSY=0, PDIAG-=N

BSY DRQ REL SERV C/D 1/O INTRO [ DMARQ | PDIAG- | DASP-
v 0 0 0 0 0 R R V R

Figure 40 — Device 1 software reset state diagram

D1SRO: SRST State: This state is entered by Device 1 when the SRST bit is set to one in the Device
Control register.

When in this state, the device shall release INTRQ, IORDY, DMARQ, and DD(15:0) within 400 ns after
entering this state. The device shall set BSY to one within 400 ns after entering this state.

If the device does not implement the PACKET command feature set, the device shall begin performing the
hardware initialization and self-diagnostic testing. The device may revert to the default condition (the device’'s
setting may now be in different conditions than they were before the SRST bit was set to one by the host).
However, an Ultra DMA mode setting (either enabled or disabled) shall not be affected by the host setting
SRST to one.

If the PACKET command feature set is implemented, the device may begin performing the hardware
initialization and self-diagnostic testing and the device is not expected to stop any background device activity
(e.g., immediate command, see MMC and MMC-2) that was started prior to the time that SRST was set to
one. The device shall not revert to the default condition and an Ultra DMA mode setting (either enabled or
disabled) shall not be affected by the host setting SRST to one.

Transition D1SR0:D1SR1: When SRST is cleared to zero, the device shall make a transition to the D1SR1:
Release_PDIAG- state.

D1SR1: Release_ PDIAG- State: This state is entered when SRST is cleared to zero.

When in this state, the device shall release PDIAG- and clear the DEV bit in the Device register to zero within
1 ms of entering this state.

Transition D1SR1:D1SR2: When PDIAG- has been released, the device shall make a transition to the
D1SR2: Set_status state.
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D1SR2: Set_status State: This state is entered when the device has negated PDIAG-.

When in this state the device shall complete the hardware initialization and self-diagnostic testing begun in
the SRST state if not already completed. The EXECUTE DEVICE DIAGNOSTICS diagnostic code shall be
placed in the Error register (see ATA8-ACS). If the device passed the self-diagnostics, the device shall assert
PDIAG-.

All actions required in this state shall be completed within 30 s.

The device shall set the signature values (see ATA8-ACS). The contents of the Features register are
undefined.

If the device does not implement the PACKET command feature set, the device shall clear bits 3, 2, and 0 in
the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

Transition D1SR2a:DI2: When hardware initialization, self-diagnostic testing is completed, the device
passed the diagnostics, and the status has been set, the device shall clear BSY to zero, assert PDIAG-, and
make a transition to the DI2: Device_idle_NS state (See Figure 43).

Transition D1SR2b:DI2: When hardware initialization, self-diagnostic testing is completed, the device failed
the diagnostics, and the status has been set, the device shall clear BSY to zero, negate PDIAG-, and make a
transition to the DI2: Device_idle_NS state (See Figure 43).

8.3 Bus idle protocol
When the selected device has BSY cleared to zero and DRQ cleared to zero the bus is idle.

If the TCQ feature set is implemented and enabled, the host may be waiting for a service request for a
released command. In this case, the device is preparing for the data transfer for the released command.

If command queuing is implemented and enabled, the host may be waiting for a service request for a number
of released commands. In this case, the device is preparing for the data transfer for one of the released
commands.

Figure 41 and the text following the figure describe the host state during bus idle for hosts not implementing
queuing. Figure 42 and the text following the figure describes the additional host state during bus idle
required for queuing. Figure 43 and the text following the figure describe the device state during bus idle for
devices not implementing queuing. Figure 44 and the text following the figure describe the additional device
state during bus idle required queuing.
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HIO: Host_lIdle HI1: Check_Status HI2: Device_Select
Command BSY=0&DRQ=0&
completed or Command to initiate wrong device selected
power-on, — HIO:HIL B HILH2 ————————»
hardware, or
software reset Command to initiate Device selected
— xX:HI0 ——— | —— HIOZ2:HI1 — - HI2:HI1T —

BSY=10orDRQ=1

HI3: Write_parameters BSY=0&DRQ=0&
correct device selected

S — HI1:HI1
- HI1:HI3

Hl4: Write_command

Parameters written Command written
— HI3:HI4 p=1—— HI4:xx —= Command protocol

Figure 41 — Host bus idle state diagram

HIO: Host_Idle State: This state is entered when a device completes a command or when a power-on,
hardware, or software reset has occurred.

When in this state, the host waits for a command to be issued to a device.

Transition HIO:HI1: When the host has a command to issue to a device, the host shall make a transition to
the HI1: Check_Status state.

HI1l: Check_ Status State: This state is entered when the host has a command to issue to a device.
When in this state, the host reads the device Status or Alternate Status register.

Transition HI1:HI2: When the status read indicates that both BSY and DRQ are cleared to zero but the
wrong device is selected, then the host shall make a transition to the HI2: Device_Select state.

Transition HI1:HI1: When the status read indicates that either BSY or DRQ is set to one, the host shall
make a transition to the HI1: Check_Status state to recheck the status of the selected device.

Transition HI1:HI3: When the status read indicates that both BSY and DRQ are cleared to zero and the
correct device is selected, then the host shall make a transition to the HI3: Write_Parameters state.

HI2: Device_Select State: This state is entered when the wrong device is selected for issuing a new
command.

When in this state, the host shall write to the Device register to select the correct device.

Transition HI2:HI1: When the Device register has been written to select the correct device, then the host
shall make a transition to the HI1: Check_Status state.

HI3: Write_Parameters State: This state is entered when the host has determined that the correct
device is selected and both BSY and DRQ are cleared to zero.

When in this state, the host writes all required command parameters to the device Command Block registers.
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Transition HI3:HI4: When all required command parameters have been written to the device Command

Block registers, the host shall make a transition to the HI4: Write_Command state.

HI4: Write_Command State: This state is entered when the host has written all required command

parameters to the device Command Block registers.

When in this state, the host writes the command to the device Command register.

Transition HI4:xx: When the host has written the command to the device Command register, the host shall

make a transition to the command protocol for the command written as described in 8.4 through 8.11.

HIOO0: INTR

Command completed
&nNIEN=0&REL=0

Q_wait_A

Select device
— HIOO:HIOl—————

HIO1: Device_select_A

HIO5: Write_SERVICE

&nos

HIOS5:HPO
HIO5:HPDO
HIO5:HDMAQO

& SERV =0 Device selected

—xx:HIO0 o HIO1:HIO0 — HIO2: Disable_INTRQ
5 oased New command to initiate = N1

us release 4102 n =

! — HIO0:HIO2 1
= = | . Check_

REL=1&nIEN =0 INTRQ asserted HIOZ:HIL == & s

— XX HIO0———1 1100:HIO3

HIO3: Check_status_A HIO4: Device_select_B
Command completed
&nIEN=1&REL=0 Select devi
& SERV = 0 elect device
— . B —————EE.
— %¢HIO3 — o] HIO3:HIO4 .
Device selected

Bus released, )

REL=1L&nEN=1 [ HIO4HIOS—

— xx:HIO3 ——=| New command to initiate

SERV =0 | HIO3:HIO2 1
HIO3:HIO3 | SERV =1
— HIO3:HIO5

1 outstanding command

ervice INTRQ

Command |

completed & HIO6: |NTRQ_Wait_B HIO7: Check_status_B

SERV =1 —

— xx'HIO5 —m=| Service INTRQ >1 outstanding command
enabled HIO6:HIO7 ——— | Tago‘:he‘:kzd
HIO7:HP ;
— HIO5:HIO6 1 outstanding command HIO7-HPDO ﬁ;&‘i:qce
HIO6:HPO Service HIO7:HDMAQO

>1 outstanding HIO6:HPDO return
command H|06HDMAQO
— HIO5:HIO7 .

= Service return

Figure 42 — Additional Host bus idle state diagram with queuing
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HIOO: INTRQ wait_A State: This state is entered when a command has completed with nIEN cleared
to zero, REL set to one, and SERYV cleared to zero. This state is entered when the device has released the
bus with nlEN cleared to zero. This state is entered when the host is waiting for INTRQ to be asserted for bus
released commands.

When in this state, the host waits for INTRQ to be asserted indicating that a device is ready to resume
execution of a bus released command.

Transition HIO0:HIO1: When the host has one or more commands outstanding to both devices, the host
may make a transition to the HIO1: Device_select_A state to sample INTRQ for the other device.

Transition HIO0:HIO2: When the host has a hew command to issue to a device and that device has no
command released or supports command queuing, then the host shall make a transition to the HIO2:
Disable_INTRQ state.

Transition HIO0:HIO3: When the host detects INTRQ asserted, the host shall make a transition to the HIO3:
Check_status A state.

HIO1: Device_select_A State: This state is entered when the host has outstanding, bus released
commands to both devices and nlEN is cleared to zero.

When in this state, the host shall disable INTRQ by setting nIEN to one, shall write the Device register to
select the other device, and then, shall enable INTRQ by clearing nIEN to zero.

Transition HIO1:HIOO0: Having selected the other device, the host shall make a transition to the HIOO:
INTRQ_wait_A state.

HIO2: Disable_INTRQ State: This state is entered when the host has a new command to issue to a
device and that device has no outstanding, bus released command or supports command queuing.

When in this state, the host shall set nlEN to one. nlEN is set to one to prevent a race condition if the host
has to select the other device to issue the command.

Transition HIO2:HI1: When nlEN has been set to one, the host shall make a transition to the HI1:
Check_status state (See Figure 41).

HIO3: Check_status_A State: This state is entered when a command is completed with nIEN set to
one, REL set to one, and SERV cleared to zero. This state is entered when the device has released the bus
and nlEN is set to one. This state is entered when an interrupt has occurred indicating that a device is
requesting service.

When in this state, the host shall read the Status register of the device requesting service.

Transition HIO3:HIO4: If SERV is cleared to zero and the host has released commands outstanding to both
devices, then the host may make a transition to the HIO4: Device_select B state.

Transition HIO3:HIO2: If SERV is cleared to zero and the host has a new command to issue to a device,
then the host shall make a transition to the HIO2: Disable_INTRQ state.

Transition HIO3:HIO3: If SERV is cleared to zero and the host has no new command to issue, then the host
shall make a transition to the HIO3: Check_status state.

Transition HIO3:HIOS5: If SERV is set to one, the host shall make a transition to the HIO5: Write_ SERVICE
state.
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HIO4: Device_select_B State: This state is entered when the host has outstanding, bus released
commands to both devices and nlEN is set to one.

When in this state, the host shall disable INTRQ by setting nIEN to one, shall write the Device register to
select the other device, and then, shall enable INTRQ by clearing nIEN to zero.

Transition HIO4:HIO3: Having selected the other device, the host shall make a transition to the HIO3:
Check_status_A state.

HIO5: Write_SERVICE State: This state is entered when a device has set SERV to one indicating that
the device requests service. This state is entered when a command has completed with SERV set to one.

When in this state, the host shall write the SERVICE command to the Command register.

Transition HIO5:HIO6: When the device is one that implements the PACKET command feature set and the
Service interrupt is enabled, then the host shall make a transition to the HIO6: INTRQ_wait_B state.

Transition HIO5:HIO7: When the host has more than one released command outstanding to the device and
the Service interrupt is disabled, the host shall make a transition to the HIO7: Check_status_B state.

Transition HIO5:xx: When the Service interrupt is disabled and the host has only one released command

outstanding to the device, the host shall make a transition to the service return for the protocol for the
command outstanding (See Figure 53, Figure 55, or Figure 57).

HIO6: INTRQ_wait_B State: This state is entered when the SERVICE command has been written to a
device implementing the PACKET command feature set and the Service interrupt is enabled.

NOTE - READ DMA QUEUED and WRITE DMA QUEUED commands do not implement the Service
interrupt.

When in this state, the host waits for the assertion of INTRQ.

Transition HIO6:HIO7: When the host has more than one released command outstanding to the device and
INTRQ is asserted, the host shall make a transition to the HIO7: Check_status_B state.

Transition HIO6:xx: When INTRQ has been asserted and the host has only one released command

outstanding to the device, then the host shall make a transition to the service return for the protocol for the
command outstanding (See Figure 53, Figure 55, or Figure 57).

HIO7: Check_status_B State: This state is entered when the SERVICE command has been written
and the host has more than one released command outstanding to the device.

When in this state the host reads the command tag to determine which outstanding command service is
requested for. If a DMA data transfer is required for the command, the host shall set up the DMA engine.

Transition HIO7:xx: When the command for which service is requested has been determined, the host shall
make a transition to the service return for that command protocol (See Figure 53, Figure 55, or Figure 57).
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Figure 43 — Device bus idle state diagram

DIO: Device_ldle_SI State (selected/INTRQ asserted): This state is entered when the device has
completed the execution of a command protocol with Interrupt Pending and nIEN=0.

When in this state, the device shall have DRQ cleared to zero, INTRQ asserted, and BSY cleared to zero.
Reading any register except the Status register shall have no effect.

Transition DIO:xx: If the Command register is written, the device shall clear the device internal Interrupt
Pending, shall negate or release INTRQ within 400 ns of the negation of DIOW-, shall release PDIAG- and
DSAP- if asserted, and shall make a transition to the command protocol indicated by the content of the
Command register. The host should not write to the Command register at this time.

Transition DIO:DI1: When the Status register is read, the device shall clear the device internal Interrupt
Pending, negate or release INTRQ within 400 ns of the negation of DIOR-, and make a transition to the DI1:
Device_ldle_S state. When nIEN is set to one in the Device Control register, the device shall negate INTRQ
and make a transition to the DI1: Device_ldle_S state.
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Transition DIO:DIO: When the Device register is written and the DEV bit selects this device or any other
register except the Command register is written, the device shall make a transition to the DIO: Device_lIdle_SI
state.

Transition DIO:DI2: When the Device register is written and the DEV bit selects the other device, then the
device shall release INTRQ within 400 ns of the negation of DIOW-, and make a transition to the DI2:
Device_ldle NS state.

DI1: Device_ldle_S State (selected/INTRQ negated): This state is entered when the device has
completed the execution of a command protocol with no Interrupt Pending or nlIEN=1, or when a pending
interrupt is cleared. This state is also entered by Device 0 at the completion of a power-on, hardware, or
software reset.

When in this state, the device shall have BSY and DRQ cleared to zero and INTRQ negated or released.

When entering this state from a power-on, hardware, or software reset, if the device does not implement the
PACKET command feature set, the device shall set DRDY to one within 30 s of entering this state. When
entering this state from a power-on, hardware, or software reset, if the device does implement the PACKET
command feature set, the device shall not set DRDY to one.

Transition DI1:xx: When the Command register is written, the device shall exit the Interrupt Pending state,
release PDIAG- if asserted and make a transition to the command protocol indicated by the content of the
Command register.

Transition DI1:DI1: When the Device register is written and the DEV bit selects this device or any register is
written except the Command register, the device shall make a transition to the DI1: Device_ldle_S state.

Transition DI1:DI2: When the Device register is written and the DEV bit selects the other device, the device
shall make a transition to the DI2: Device_ldle_NS state.

DI2: Device_ldle_NS State (not selected): This state is entered when the device is deselected.
Device 1 also enters this state at the completion of a power-on, hardware, or software reset.

When in this state, the device shall have BSY and DRQ cleared to zero and INTRQ shall be released.

When entering this state from a power-on, hardware, or software reset, if the device does not implement the
PACKET command feature set, the device shall set DRDY to one within 30 s of entering this state and shall
release DASP- and PDIAG- with 31 s of entering this state. When entering this state from a power-on,
hardware, or software reset, if the device does implement the PACKET command feature set, the device
shall not set DRDY to one.

Transition DI2:DI0: When the Device register is written, the DEV bit selects this device, the device has an
Interrupt Pending, and nIEN is cleared to zero, then the device shall assert INTRQ within 400 ns of the
negation of DIOW- and make a transition to the DIO: Device_Idle_SI state.

Transition DI2:DI1: When the Device register is written, the DEV bit selects this device, and the device has

no Interrupt Pending or nlEN is set to one, then the device shall make a transition to the DI1: Device_ldle_S
state.
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Figure 44 — Additional Device bus idle state diagram with queuing
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DIOO: Device Idle_SIR State (selected/INTRQ asserted/REL set to one): This state is
entered when the device has completed the execution of a command protocol with Interrupt Pending,
nlIEN=0, REL set to one, and SERV cleared to zero. This state is entered when the device has released an
gueued command with Interrupt Pending, nlIEN=0, REL set to one, and SERV cleared to zero.

When in this state, the device is preparing for completion of a released command. The device shall have BSY
and DRQ cleared to zero, and INTRQ asserted.

Transition DIOO0:xx: When the Command register is written, the device shall clear the Interrupt Pending,
shall negate or release INTRQ within 400 ns of the negation of DIOW-, and shall make a transition to the
command protocol indicated by the content of the Command register.

NOTE - Since a queue exists, only commands in the queued command set may be written to the Command
register. If any other command is written to the Command register, the queue is aborted and command
aborted is returned for the command (see ATA8-ACS).

Transition DIO0:DIO1: When the Status register is read, the device shall clear the Interrupt Pending, negate
or release INTRQ within 400 ns of the negation of DIOR-, and make a transition to the DIO1: Device_ldle_SR
state.

Transition DIO0:DIO2: When the Device register is written and the DEV bit selects the other device, then the
device shall release INTRQ within 400 ns of the negation of DIOW- and make a transition to the DIO2;
Device_ldle_NS state.

Transition DIO0:DIO2: When the device is ready to continue the execution of a released command, the
device shall make a transition to the DIO2: Device_idle_SIS state.

DIO1: Device_Idle_SR State (selected/INTRQ negated/REL set to one): This state is entered
when the device has completed the execution of a command protocol with no Interrupt Pending or nIEN=1,
REL set to one, and SERV cleared to zero. This state is entered when the device has released a queued
command with no Interrupt Pending or nlIEN=1, REL set to one, and SERV cleared to zero. This state is
entered when a pending interrupt is cleared, REL is set to one, and SERYV is cleared to zero.

When in this state, the device is preparing for completion of a released command. The device shall have BSY
and DRQ cleared to zero, and INTRQ negated or released.

Transition DIO1:xx: When the Command register is written, the device shall make a transition to the
command protocol indicated by the content of the Command register.

NOTE - Since a queue exists, only commands in the queued command set may be written to the Command
register. If any other command is written to the Command register, the queue is aborted and command
aborted is returned for the command (see ATA8-ACS).

Transition DIO1:DIO4: When the Device register is written and the DEV bit selects the other device, the
device shall make a transition to the DIO4: Device_Ildle_NS state.

Transition DIO1:DIO2: When the device is ready to continue the execution of a released command and
nIEN=0, the device shall make a transition to the DIO2: Device_idle_SIS state.

Transition DIO1:DIO3: When the device is ready to continue the execution of a released command and
nlEN=1, the device shall make a transition to the DIO3: Device_idle_SS state.

DIO2: Device _Idle_SIS State (selected/INTRQ asserted/SERV set to one): This state is
entered when the device has completed the execution of a command protocol with Interrupt Pending,
nlIEN=0, REL set to one, and SERV set to one. This state is entered when the device has released the
interface with Interrupt Pending, nlEN=0, REL set to one, and SERYV set to one.
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Transition DIO2:DIO3: When the Status register is read, the device shall clear the Interrupt Pending, negate
or release INTRQ within 400 ns of the negation of DIOR-, and make a transition to the DIO3: Device_ldle_SS
state.

Transition DIO2: DIO4: When the Device register is written and the DEV bit selects the other device, the
device shall release INTRQ within 400 ns of the negation of DIOW- and make a transition to the DIO4:
Device_ldle NS state.

Transition DIO2:DP0/DPD0O/DDMAQQO: When the SERVICE command is written into the Command register,
the device shall set the Tag for the command to be serviced, negate or release INTRQ within 400 ns of the
negation of DIOW-, and make a transition to the Service return of the command ready for service (See Figure
54 Device PACKET non-data and PIO data command protocol, Figure 56 Device PACKET DMA command
protocol, or Figure 58 Device DMA QUEUED command protocol).

Transition DIO2:xx: When any queued command other than SERVICE is written to the Command register,
the device shall negate or release INTRQ within 400 ns of the negation of DIOW- and make a transition to the
protocol for the new command.

DIO3: Device_ldle_SS State (selected/INTRQ negated/SERV set to one): This state is
entered when the device has completed the execution of a command protocol with no Interrupt Pending or
nlEN=1, REL set to one, and SERV set to one. This state is entered when the device has released the
interface with no Interrupt Pending or nIEN=1, REL set to one, and SERV set to one.

Transition DIO3: DIO4: When the Device register is written and the DEV bit selects the other device, the
device shall make a transition to the DIO4: Device_ldle NS state.

Transition DIO3:DP0/DPD0O/DDMAQO: When the SERVICE command is written into the Command register,
the device shall set the Tag for the command to be serviced and make a transition to the Service return of the
command ready for service (See Figure 54, Figure 56, or Figure 58).

Transition DIO3:xx: When any queued command other than SERVICE is written to the Command register,
the device shall make a transition to the protocol for the new command.

DIO4: Device_ldle_NS State (not selected): This state is entered when the device is deselected
with REL or SERV set to one.

When in this state, the device shall have BSY and DRQ cleared to zero and INTRQ shall be released.

Transition DIO4:DIO0: When the Device register is written, the DEV bit selects this device, the device has
an Interrupt Pending, nlEN is cleared to zero, REL is set to one, and SERYV is cleared to zero, then the device
shall assert INTRQ within 400 ns of the negation of DIOW- and make a transition to the DIOO:
Device_ldle_SIR state.

Transition DIO4:DIO1: When the Device register is written, the DEV bit selects this device, the device has
no Interrupt Pending or nlEN is set to one, REL is set to one, and SERYV is cleared to zero, then the device
shall make a transition to the DIO1: Device_ldle_SIR state.

Transition DIO4:DIO2: When the Device register is written, the DEV bit selects this device, the device has
an Interrupt Pending, nlEN is cleared to zero, REL is set to one, and SERV is set to one, then the device shall
assert INTRQ within 400 ns of the negation of DIOW- and make a transition to the DIO2: Device_ldle_SIS
state.

Transition DIO4:DIO3: When the Device register is written, the DEV bit selects this device, the device has

no Interrupt Pending or nlEN is set to one, REL is set to one, and SERYV is set to one, then the device shall
make a transition to the DIO3: Device_ldle_SIR state.
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8.4 Non-data command protocol

This class includes:

— CFA ERASE SECTORS

— CFA REQUEST EXTENDED ERROR CODE
— CHECK MEDIA CARD TYPE

— CHECK POWER MODE

— CONFIGURE STREAM

— DEVICE CONFIGURATION FREEZE LOCK
— DEVICE CONFIGURATION RESTORE
— FLUSH CACHE

— FLUSH CACHE EXT

— GET MEDIA STATUS

— IDLE

— IDLE IMMEDIATE

— MEDIA EJECT

— MEDIA LOCK

— MEDIA UNLOCK

— NOP

— READ NATIVE MAX ADDRESS

— READ NATIVE MAX ADDRESS EXT

— READ VERIFY SECTOR(S)

— READ VERIFY SECTOR(S) EXT

— SECURITY ERASE PREPARE

— SECURITY FREEZE LOCK

— SET FEATURES

— SET MAX ADDRESS

— SET MAX ADDRESS EXT

— SET MULTIPLE MODE

— SLEEP

— SMART DISABLE OPERATION

— SMART ENABLE/DISABLE AUTOSAVE
— SMART ENABLE OPERATIONS

— SMART EXECUTE OFFLINE IMMEDIATE
— SMART RETURN STATUS

— STANDBY

— STANDBY IMMEDIATE

Execution of these commands involves no data transfer. Figure 45 and the text following the figure describe
the host state. Figure 46 and the text following the figure describe the devices state.

See the NOP command description and the SLEEP command (see ATA8-ACS) for additional requirements
of these commands.
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Figure 45 — Host Non-Data state diagram
HNDO: INTRQ_Wait_State: This state is entered when the host has written a non-data command to the
device and the nlEN bit in the device has been cleared to zero.
When in this state the host may wait for INTRQ to be asserted by the device.

Transition HNDO:HND1: When the device asserts INTRQ, the host shall make a transition to the HND1:
Check_Status state.

HND1: Check_Status State: This state is entered when the host has written a non-data command to
the device and the nIEN bit in the device has been set to one, or when INTRQ has been asserted.

When in this state, the host shall read the device Status register. When entering this state from another state
other than when an interrupt has occurred, the host shall wait 400 ns before reading the Status register.

Transition HND1:HIO: When the status read indicates that BSY is cleared to zero, the host shall make a
transition to the HIO: Host_lIdle state (See Figure 41). If status indicates that an error has occurred, the host
shall take appropriate error recovery action.

Transition HND1:HND1: When the status read indicates that BSY is set to one, the host shall make a
transition to the HND1: Check_Status state to recheck device status.

DNDO: Command_Execution

Execution complete & nlIEN =0
Non-data — DNDO:DI0 ——— = Device_idle_SI
command written

BSY=0, INTRQ=A

DIO:DNDO
DI1:DNDO Execution complete & nlEN =1

— DNDO:DI1 ———— = Device_idle_S
BSY=0

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-
1 0 0 0 0 0 V R R R

Figure 46 — Device Non-Data state diagram

DNDO: Command_Execution State: This state is entered when a non-data command has been
written to the device Command register.
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When in this state, the device shall set BSY to one within 400 ns of the writing of the Command register, shall
execute the requested command, and shall set the Interrupt Pending.

Transition DNDO:DIO: When command execution completes and nlEN is cleared to zero, then the device
shall set error bits if appropriate, clear BSY to zero, assert INTRQ, and make a transition to the DIO:
Device_ldle_SI state (See Figure 43).

Transition DNDO:DI1: When command execution completes and nlEN is set to one, the device shall set
error bits if appropriate, clear BSY to zero, and make a transition to the DI1: Device_ldle_S state (See Figure
43).

8.5 PIO data-in command protocol
This class includes:

— CFA TRANSLATE SECTOR
—  DEVICE CONFIGURATION IDENTIFY
— IDENTIFY DEVICE

— IDENTIFY PACKET DEVICE
— READ BUFFER

— READ LOG EXT

—  READ MULTIPLE

—  READ MULTIPLE EXT

— READ SECTOR(S)

—  READ SECTOR(S) EXT

—  SMART READ DATA

— SMART READ LOG

— READ STREAM PIO EXT

Execution of this class of command includes the transfer of one or more blocks of data from the device to the

host. Figure 47 and the text following the figure describe the host states. Figure 48 and the text following the
figure describe the device states.
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Figure 47 — Host PIO data-In state diagram

HPIOIO: INTRQ_Wait State: This state is entered when the host has written a PIO data-in command to
the device and nlEN is cleared to zero, or at the completion of a DRQ data block transfer if all the data for the
command has not been transferred and nlEN is cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted.

Transition HPIOIO:HPIOI1: When INTRQ is asserted, the host shall make a transition to the HPIOI1;
Check_Status state.

HPIOI1: Check_Status State: This state is entered when the host has written a PIO data-in command
to the device and nIEN is set to one, or when INTRQ is asserted.

When in this state, the host shall read the device Status register. When entering this state from the HI4 state,
the host shall wait 400 ns before reading the Status register. When entering this state from the HPIOI2 state,
the host shall wait one PIO transfer cycle time before reading the Status register. The wait may be
accomplished by reading the Alternate Status register and ignoring the result.

Transition HPIOI1:HIO: When BSY is cleared to zero and DRQ is cleared to zero, then the device has
completed the command with an error. The host shall perform appropriate error recovery and make a
transition to the HIO: Host_Idle state (See Figure 41).

Transition HPIOI1:HPIOI1l: When BSY is set to one , the host shall make a transition to the HPIOI1:
Check_Status state.
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Transition HPIOI1:HPIOI2: When BSY is cleared to zero and DRQ is set to one, the host shall make a
transition to the HPIOI2: Transfer_Data state.

HPIOI2: Transfer_Data State: This state is entered when the BSY is cleared to zero, DRQ is set to
one, and the DRQ data block transfer has not completed.

When in this state, the host shall read the device Data register to transfer data.

Transition HPIOI2:HPIOIO: When the host has read the device Data register and the DRQ data block has
been transferred, all blocks for the command have not been transferred, and nlEN is cleared to zero, then the
host shall make a transition to the HPIOIO: INTRQ_Wait state.

Transition HPIOI2:HPIOI1: When the host has read the device Data register and the DRQ data block has
been transferred, all blocks for the command have not been transferred, and nlEN is set to one, then the host
shall make a transition to the HPIOI1: Check_Status state.

Transition HPIOI2:HPIOI2: When the host has read the device status register and the DRQ data block
transfer has not completed, then the host shall make a transition to the HPIOI2: Transfer_Data state.

Transition HPIOI2:HIO: When the host has read the device Data register and all blocks for the command

have been transferred, then the host shall make a transition to the HIO: Host_ldle state (See Figure 41). The
host may read the Status register.
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Figure 48 — Device PIO data-In state diagram

DPIOIO: Prepare_Data State: This state is entered when the device has a PIO data-in command

written to the Command register.

When in this state, device shall set BSY to one within 400 ns of the writing of the Command register and
prepare the requested data for transfer to the host.

For IDENTIFY DEVICE and IDENTIFY PACKET DEVICE commands, if the device tests CBLID- it shall do so

and update bit 13 in word 93.

Transition DPIOIO0:DIO: When an error is detected that causes the command to abort and nlEN is cleared to
zero, then the device shall set the appropriate error bits, clear BSY to zero, assert INTRQ, and make a
transition to the DIO: Device_ldle_SI state (See Figure 43).

Transition DPIOIO:DI1: When an error is detected that causes the command to abort and nlEN is set to one,
then the device shall set the appropriate error bits, clear BSY to zero, and make a transition to the DI1:

Device_ldle_S state (See Figure 43).

Transition DPIOIO:DPIOI1: When the device has a DRQ data block ready to transfer and nIEN is set to one,
then the device shall make a transition to the DPIOIL: Transfer_Data state.
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Transition DPIOIO:DPIOI2: When the device has a DRQ data block ready to transfer and nlEN is cleared to
zero, then the device shall make a transition to the DPIOI2: Data_Ready INTRQ state.

DPIOI1: Data_Transfer State: This state is entered when the device is ready to transfer a DRQ data
block and nIEN is set to one, or when the INTRQ indicating that the device is ready to transfer a DRQ data
block has been acknowledged by a read of the Status register.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, and the device has a data
word ready in the Data register for transfer to the host.

Transition DPIOIL:DPIOI1: When the Data register is read and transfer of the DRQ data block has not
completed, then the device shall make a transition to the DPIOI1: Data_Transfer state.

Transition DPIOI1:DPIOIO: When the Data register is read and the transfer of the current DRQ data block
has completed, but all blocks for this request have not been transferred, then the device shall make a
transition to the DPIOIO: Prepare_Data state.

Transition DPIOIL:DI1: When the Data register is read and all blocks for this request have been transferred,
then the device shall clear BSY to zero and make a transition to the DI1: Device_ldle_S state (See Figure
43). The Interrupt Pending is not set on this transition.

DPIOI2: Data_Ready INTRQ State: This state is entered when the device has a DRQ data block
ready to transfer and nlEN is cleared to zero.

When in this state, BSY is cleared to zero, DRQ is set to one, and INTRQ is asserted.

Transition DPIOI2:DPIOI1l: When the Status register is read, then the device shall clear the Interrupt
Pending, negate INTRQ, and make a transition to the DPIOI1: Data_Transfer state.

8.6 PIO data-out command protocol
This class includes:

— CFAWRITE MULTIPLE WITHOUT ERASE
~ CFAWRITE SECTORS WITHOUT ERASE
— DEVICE CONFIGURATION SET

—~  DOWNLOAD MICROCODE

—  SECURITY DISABLE PASSWORD

~  SECURITY ERASE UNIT

—  SECURITY SET PASSWORD

~  SECUITY UNLOCK

—  SMART WRITE LOG

~  WRITE BUFFER

—  WRITE LOG EXT

—  WRITE MULTIPLE

—  WRITE MULTIPLE EXT

—  WRITE MULTIPLE FUA EXT

~  WRITE SECTOR(S)

~  WRITE SECTOR(S) EXT

—  WRITE STREAM PIO EXT

Execution of this class of command includes the transfer of one or more blocks of data from the host to the

device. Figure 49 and the text following the figure describe the host states. Figure 50 and the text following
the figure describe the device states.
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HPIOOO: Check_Status

P10 data out command written BSY=0&DRQ=0
— HI4:HPIOO0 —————  —— HPIOO0:HI0 —— Host_idle
BSY=1
HPIOO0:HPIOO0 — HPIOO2: INTRQ_wait

INTRQ asserted
| HPIOO2:HPIOO0 —

BSY=0&DRQ=1
- HPIOO0:HPIOO1

HPIOO1: Transfer_Data

Data register written & [

DRQ data block Data register written & DRQ data
transferred & nlEN =1 block transferred & nlEN = 0
HPIOO1:HPIOO0 ——— HPIOO1:HPIOO2 o

Data register written & DRQ data
block transfer not complete

— HPIOO1:HPIOO1:

Figure 49 — Host PIO data-Out state diagram

HPIOOO0: Check_Status State: This state is entered when the host has written a PIO data-out
command to the device; when a DRQ data block has been written and nIEN is set to one; or when a DRQ
data block has been written, nlEN is cleared zero, and INTRQ has been asserted.

When in this state, the host shall read the device Status register. When entering this state from the HI4 state,
the host shall wait 400 ns before reading the Status register. When entering this state from the HPIOOL1 state,
the host shall wait one PIO transfer cycle time before reading the Status register. The wait may be
accomplished by reading the Alternate Status register and ignoring the result.

Transition HPIOOO:HIO: When BSY is cleared to zero and DRQ is cleared to zero, then the device has
completed the command and shall make a transition to the HIO: Host_Idle state (See Figure 41). If an error is
reported, the host shall perform appropriate error recovery.

Transition HPIOOO0:HPIOOO0: When BSY is set to one and DRQ is cleared to zero, the host shall make a
transition to the HPIOOO: Check_Status state.

Transition HPIOOO0:HPIOO1: When BSY is cleared to zero and DRQ is set to one, the host shall make a
transition to the HPIOO1: Transfer_Data state.

HPIOOL1: Transfer_Data State: This state is entered when the BSY is cleared to zero, DRQ is set to
one.

When in this state, the host shall write the device Data register to transfer data.

Transition HPIOO1:HPIOO2: When the host has written the device Data register, the DRQ data block has
been transferred, and nlEN is cleared to zero, then the host shall make a transition to the HPIOO2:
INTRQ_Wait state.
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Transition HPIOO1:HPIOOO: When the host has written the device Data register, the DRQ data block has
been transferred, and nlEN is set to one, then the host shall make a transition to the HPIOOO: Check_Status
state.

Transition HPIOO1:HPIOO1: When the host has written the device Data register and the DRQ data block
transfer has not completed, then the host shall make a transition to the HPIOO1: Transfer_Data state.

HPIOO2: INTRQ_Wait State: This state is entered when the host has completed a DRQ data block
transfer and nlEN is cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted.

Transition HPIOO2:HPIOOO0: When INTRQ is asserted, the host shall make a transition to the HPIOOO:
Check_Status state.

DPIOOQO: Prepare
BSY=1, DRQ=0, INTRQ=N

Error or all data for command transferred & nlEN = 0
— DPIOOO0:DIO = Device_idle_SI

PIO data out BSY=0, INTRQ=A
command written

DIO:DPIOOO Error or all data for command transferred & nlEN = 1
—| DIlEDPIOOO I—F— DPIOOO0:DI1 = Device_idle_S

BSY=0

Ready to receive susequent le\a(l—ooogRRe?fle\ll?;R(—gA
DRQ data block & nlIEN=0 =0, DRQ=1, Q=

— DPIOO0:DPIO0O2 B

Ready to receive susequent
DRQ data block & nlIEN=1

— DPIOOOb:DPIOOl—\

Ready to receive first
DRQ data block

/ #— DPIOO0a:DPIOO1
DPIOO1: Transfer_Data
BSY=0, DRQ=1, INTRQ=N

|t
|t

Status register read
Data register written ~ [™® DPIO02:DPIO01 —

& DRfQ dega block Data register written & DRQ data
Ktrans erre block transfer not complete

DPIOO1:DPIOO0 —— DPIOOl:DPIOOP>
-t

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-
v \ 0 0 0 0 V R R R

Figure 50 — Device PIO data-Out state diagram
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DPIOOQO: Prepare State: This state is entered when the device has a PIO data-out command written to
the Command register or when a DRQ data block has been transferred.

When in this state, device shall set BSY to one within 400 ns of the writing of the Command register, shall
clear DRQ to zero, and negate INTRQ. The device shall check for errors, determine if the data transfer is
complete, and if not, prepare to receive the next DRQ data block.

Transition DPIOO0a:DPIOO1: When the device is ready to receive the first DRQ data block for a command,
the device shall make a transition to the DPIOO1: Transfer_Data state.

Transition DPIOOOb:DPIOO1: When the device is ready to receive a subsequent DRQ data block for a
command and nlEN is set to one, then the device shall set the Interrupt Pending and make a transition to the
DPIOOL1: Transfer_Data state.

Transition DPIOOO0:DPIOO2: When the device is ready to receive a subsequent DRQ data block for a
command and nlEN is cleared to zero, then the device shall set the Interrupt Pending and make a transition
to the DPIOO2: Ready INTRQ state.

Transition DPIOOO0:DIO: When all data for the command has been transferred or an error occurs that
causes the command to abort, and nlEN is cleared to zero, then the device shall set the Interrupt Pending,
set appropriate error bits, clear BSY to zero, assert INTRQ, and make a transition to the DIO: Device_ldle_SI
state (See Figure 43).

Transition DPIOOO0:DI1: When all data for the command has been transferred or an error occurs that
causes the command to abort, and nlEN is set to one, then the device shall set the Interrupt Pending, set
appropriate error bits, clear BSY to zero, and make a transition to the DI1: Device ldle_S state (See Figure
43).

DPIOOL1: Data_Transfer State: This state is entered when the device is ready to receive a DRQ data
block.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, and the device receives a
data word in the Data register.

Transition DPIOO1:DPIOO1: When the Data register is written and transfer of the DRQ data block has not
completed, then the device shall make a transition to the DPIOOL: Data_Transfer state.

Transition DPIOO1:DPIOO0: When the Data register is written and the transfer of the current DRQ data
block has completed, then the device shall make a transition to the DPIOOO: Prepare state.

DPIOO2: Ready_ INTRQ State: This state is entered when the device is ready to receive a DRQ data
block and nIEN is cleared to zero.

When in this state, BSY is cleared to zero, DRQ is set to one, and INTRQ is asserted.

Transition DPIO0O2:DPIOO1: When the Status register is read, the device shall clear the Interrupt Pending,
negate INTRQ, and make a transition to the DPIOO1: Data_Transfer state.

8.7 DMA command protocol
This class includes:

- READ DMA

- READ DMA EXT

- READ STREAM DMA EXT
- WRITE DMA
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-  WRITE DMA EXT
-  WRITE DMA FUA EXT
—  WRITE STREAM DMA EXT

An execution of this class of command includes the transfer of one or more blocks of data from the host to
the device or from the device to the host using DMA transfers. The host shall initialize the DMA channel prior
to transferring data. A single interrupt is issued at the completion of the successful transfer of all data
required by the command or when the transfer is aborted due to an error. Figure 51 and the text following the
figure describe the host states. Figure 52 and the text following the figure describe the device states.

HDMAO: Check_Status

DMA command written BSY=0&DRQ =0
—— HI4:HDMAQ ————— 1 — HDMAO:HI0 — Host_ldle

BSY =1 & DMARQ negated .
HDMAO:HDMAO —— HDMAZ2: INTRQ_wait

INTRQ asserted
| HDMA2:HDMAO —

(BSY = 0 & DRQ = 1 & DMARQ asserted) or
(BSY = 1 & DRQ = 0 & DMARQ asserted)

»—— HDMAO:HDMA1

HDMAL: Transfer_Data

(All data for command transferred |-
& nlEN = 1) or (DMA burst

terminated & more data to All data for command
transfer) transferred & nlEN = 0

HDMA1:HDMAQ ——— HDMA1:HDMA2 -

Figure 51 — Host DMA state diagram

HDMADOQ: Check_Status State: This state is entered when the host has written a DMA command to the
device; when all data for the command has been transferred and nlEN is set to one; or when all data for the
command has been transferred, nlEN is cleared zero, and INTRQ has been asserted.

When in this state, the host shall read the device Status register. When entering this state from the HI4 state,
the host shall wait 400 ns before reading the Status register. When entering this state from the HDMAL state,
the host shall wait one PIO transfer cycle time before reading the Status register. The wait may be
accomplished by reading the Alternate Status register and ignoring the result.

Transition HDMAO:HIO: When the BSY is cleared to zero and DRQ is cleared to zero, then the device has
completed the command and shall make a transition to the HIO: Host_Idle state (See Figure 41). If an error is
reported, the host shall perform appropriate error recovery.

Transition HDMAO:HDMAO: When BSY is set to one, DRQ is cleared to zero, and DMARQ is negated, then
the host shall make a transition to the HDMAO: Check_Status state.

Transition HDMAO:HDMAL1: When BSY is cleared to zero, DRQ is set to one, and DMARQ is asserted; or if
BSY is set to one, DRQ is cleared to zero, and DMARQ is asserted, then the host shall make a transition to
the HDMAL: Transfer_Data state. The host shall have set up the host DMA engine prior to making this
transition.
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HDMAL: Transfer_Data State: This state is entered when BSY is cleared to zero, DRQ is set to one,
and DMARQ is asserted; or BSY is set to one, DRQ is cleared to zero, and DMARQ is asserted. The host
shall have initialized the DMA channel prior to entering this state.

When in this state, the host shall perform the data transfer as described in the Multiword DMA timing or the
Ultra DMA protocol.

Transition HDMA1:HDMAZ2: When the host has transferred all data for the command and nlEN is cleared to
zero, then the host shall make a transition to the HDMA2: INTRQ_Wait state.

Transition HDMA1:HDMAO: The host shall make a transition to the HDMAO: Check_Status state when 1)

the host has transferred all data for the command and nIEN is set to one, or 2) the DMA burst has been
terminated and all data for the command has not been transferred.

HDMAZ2: INTRQ_ Wait State: This state is entered when the host has completed the transfer of all data
for the command and nlEN is cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted.

Transition HDMA2:HDMAO: When INTRQ is asserted, the host shall make a transition to the HDMAQO:
Check_Status state.

DDMAQOQ: Prepare
BSY=1, DRQ=0, DMARQ=N

DMA command eritten Error caused command abort & nlIEN=0
D10:DDMAO o
> : » Device_idle_SI
| DI1:DDMAO | DDMAOQ:DIO idle_
BSY=0, INTRQ=A

Ready to transfer data | Error caused command abort & nIEN=1
DDMAQO:DDMA1——F— DDMAQ:DI1 —— = Device_idle_S
( BSY=0

DDMAL: Transfer_Data
BSY=0, DRQ=1, DMARQ=A,
or BSY=1, DRQ=0, DMARQ=A

DMA burst terminated | Error or all data transferred & nIEN=0

andalldataforthe L nhviagpo—— e pevice idle_SI
command not

\transferred BSY=0, INTRQ=A
K DDMAL:DDMAO Error or all data transferred & nlIEN=1
#—— DDMAL1.DI1 ——— = Device_idle_S
BSY=0

BSY DRQ REL SERV C/D I/O INTRQ | DMARQ | PDIAG- | DASP-
Vv \ 0 0 0 0 V Vv R R

Figure 52 — Device DMA state diagram

DDMAQO: Prepare State: This state is entered when the device has a DMA command written to the
Command register.

When in this state, device shall set BSY to one, shall clear DRQ to zero, and negate INTRQ. The device shall
check for errors, and prepare to transfer data.
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Transition DDMAO:DIO: When an error is detected that causes the command to abort and nlEN is cleared to
zero, the device shall set the appropriate error bits, enter the Interrupt Pending state, and make a transition to
the DIO: Device_ldle_SI state (See Figure 43).

Transition DDMAO:DI1: When an error is detected that causes the command to abort and nlEN is set to
one, then the device shall set the appropriate error bits, enter the Interrupt Pending state, and make a
transition to the DI1: Device_ldle_S state (See Figure 43).

Transition DDMAO:DDMAL: When the device is ready transfer data for the command, the device shall make
a transition to the DDMAL: Transfer_Data state.

DDMAL: Data_Transfer State: This state is entered when the device is ready to transfer data.

When in this state, BSY is cleared to zero, DRQ is set to one, and INTRQ is negated; or BSY is set to one,
DRQ is cleared to zero, and INTRQ is negated. Data is transferred as described in Multiword DMA timing or
Ultra DMA protocol.

Transition DDMA1:DDMAO: When the DMA burst is terminated and all data for the command has not been
transferred, the device shall make a transition to the DDMAOQ: Prepare state.

Transition DDMAL:DIO: When the data transfer has completed or the device chooses to abort the command
due to an error and nlEN is cleared to zero, then the device shall set error bits if appropriate, enter the
Interrupt Pending state, and make a transition to the DIO: Device_ldle_SI state (See Figure 43).

Transition DDMA2:DI1: When the data transfer has completed or the device chooses to abort the command
due to an error and nlEN is set to one, then the device shall set error bits if appropriate, enter the Interrupt
Pending state, and make a transition to the DI1: Device_ldle_S state (See Figure 43).

8.8 PACKET command protocol

This class includes:
-  PACKET

The PACKET command has a set of protocols for non-DMA data transfer commands and a set of protocols
for DMA data transfer commands. Figure 53 and the text following the figure describes the host protocol for
the PACKET command when non-data, PIO data-in, or PIO data-out is requested. Figure 54 and the text
following the figure describes the device protocol for the PACKET command when non-data, PIO data-in, or
PIO data-out is requested. Figure 55 and the text following the figure describe the host protocol for the
PACKET command when DMA data transfer is requested. Figure 56 and the text following the figure describe
the device protocol for the PACKET command when DMA data transfer is requested.
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HPO: Check

PACKET command written
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_Status_A

— HI4:HP0 ————gt— HPO:HP1

HP2: Check_Status_B

BSY=0&DRQ=1

HP1: Send_Packet

Data register written & command
packet transfer not complete

BSY=0&DRQ=0
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-t
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Data register written or read & DRQ data
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Figure 53 — Host PACKET non-data and PIO data command state diagram

HPO: Check_Status_A State: This state is entered when the host has written a PACKET command to

the device.

When in this state, the host shall read the device Status register. When entering this state from the HI4 state,

the host shall wait 400 ns before re

ading the Status register.
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Transition HPO:HPO: When BSY is set to one, the host shall make a transition to the HPO: Check_Status A
state.

Transition HPO:HP1: When BSY is cleared to zero and DRQ is set to one, then the host shall make a
transition to the HP1: Send_Packet state.

Transition HPO:HIO: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero, and

SERV is cleared to zero, then the command is completed and the host shall make a transition to the HIO:
Host_Idle state (See Figure 41). If an error is reported, the host shall perform appropriate error recovery.

HP1: Send_Packet State: This state is entered when BSY is cleared to zero, DRQ is set to one.
When in this state, the host shall write a byte of the command packet to the Data register.

Transition HP1:HP1: When the Data register has been written and the writing of the command packet is not
completed, the host shall make a transition to the HP1: Send_Packet state.

Transition HP1:HP2: When the Data register has been written, the writing of the command packet is
completed, and nIEN is set to one, the host shall make a transition to the HP2: Check_Status_B state.

Transition HP1:HP3: When the Data register has been written, the writing of the command packet is
completed, and nlEN is cleared to zero, the host shall make a transition to the HP3: INTRQ walit state.

HP2: Check_Status_B State: This state is entered when the host has written the command packet to
the device, when INTRQ has been asserted, when a DRQ data block has been transferred, or from a service
return.

When in this state, the host shall read the device Status register. When entering this state from the HP1 or
HP4 state, the host shall wait one PIO transfer cycle time before reading the Status register. The wait may be
accomplished by reading the Alternate Status register and ignoring the result.

Transition HP2:HP2: When BSY is set to one, and DRQ is cleared to zero, the host shall make a transition
to the HP2: Check_Status_B state.

Transition HP2:HP3: When the host is ready to transfer data or the command is complete, and nlEN is
cleared to zero, then the host shall make a transition to the HP3: INTRQ_Wait state.

Transition HP2:HP4: When BSY is cleared to zero and DRQ is set to one, then the host shall make a
transition to the HP4: Transfer_Data state.

Transition HP2:HIO: When BSY is cleared to zero and DRQ is cleared to zero, , then the command is

completed and the host shall make a transition to the HIO: Host_Idle state (See Figure 41). If an error is
reported, the host shall perform appropriate error recovery.

HP3: INTRQ_Wait State: This state is entered when the command packet has been transmitted, the
host is ready to transfer data or when the command has completed, and nlEN is cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted.

Transition HP3:HP2: When INTRQ is asserted, the host shall make a transition to the HP2:
Check_Status_B state.

HP4: Transfer_Data State: This state is entered when BSY is cleared to zero, DRQ is set to one, and
C/D is cleared to zero.
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When in this state, the host shall read the byte count then read or write the device Data register to transfer
data. If the bus has been released, the host shall read the Sector Count register to determine the Tag for the
gueued command to be executed.

Transition HP4:HP2: When the host has read or written the device Data register and the DRQ data block
has been transferred, then the host shall make a transition to the HP2: Check_Status_B state.

Transition HP4:HP4: When the host has read or written the device status register and the DRQ data block
transfer has not completed, then the host shall make a transition to the HP4: Transfer_Data state.
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Figure 54 — Device PACKET non-data and PIO data command state diagram

DPO: Prepare_A State: This state is entered when the device has a PACKET written to the Command
register.
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When in this state, device shall set BSY to one, clear DRQ to zero, and negate INTRQ within 400 ns of the
receipt of the command and shall prepare to receive a command packet. If the command is a queued
command, the device shall verify that the Tag is valid.

Transition DP0:DP1: When the device is ready to receive the command packet for a command, the device
shall make a transition to the DP1: Receive_Packet state.

DP1: Receive_Packet State: This state is entered when the device is ready to receive the command
packet.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, C/D is set to one, I/O is
cleared to zero, and REL is cleared to zero. When in this state, the device Data register is written.

Transition DP1:DP1.: If the Data register is written and the entire command packet has not been received,
then the device shall make a transition to the DP1: Receive_Packet state.

Transition DP1:DP2: When the Data register is written and the entire command packet has been received,
then the device shall make a transition to the DP2: Prepare_B state.

DP2: Prepare_B State: This state is entered when the command packet has been received or from a
Service return.

When in this state, device shall set BSY to one, clear DRQ to zero, and negate INTRQ. Non-data transfer
commands shall be executed while in this state. For data transfer commands, the device shall check for
errors, determine if the data transfer is complete, and if not, prepare to transfer the next DRQ data block.

If the command is queued and the release interrupt is enabled, the device shall bus release as soon as the
command packet has been received.

Transition DP2:DP4: When the device is ready to transfer a DRQ data block for a command and nlEN is set
to one, then the device shall set the command Tag and byte count, set the Interrupt Pending, and make a
transition to the DP4: Transfer_Data state.

Transition DP2b:DP3: When the device is ready to transfer a DRQ data block for a command and nIEN is
cleared to zero, then the device shall set the command Tag and byte count, set the Interrupt Pending, and
make a transition to the DP3: Ready_ INTRQ state.

Transition DP2a:DP3: When the service interrupt is enabled and the device has SERVICE written to the
Command register, then the device shall set the command Tag and byte count and make a transition to the
DP3: Ready INTRQ state.

Transition DP2:DI0: When the command has completed or an error occurs that causes the command to
abort, the device has no other command released, and nIEN is cleared to zero, then the device shall set the
Interrupt Pending, set appropriate error bits, set C/D and 1/O to one, clear BSY to zero, and make a transition
to the DIO: Device_ldle_SI state (See Figure 43).

Transition DP2:DI1: When the command has completed or an error occurs that causes the command to
abort, the device has no other command released, and nlEN is set to one, then the device shall set
appropriate error bits, set C/D and I/O to one, clear BSY to zero, and make a transition to the DI1:
Device_ldle_S state (See Figure 43).

Transition DP2a:DIO0: When the command has completed or an error occurs that causes the command to
abort, the device has another command released but not ready for service, and nlEN is cleared to zero, then
the device shall set the Interrupt Pending, set appropriate error bits, set C/D and 1/O to one, clear BSY to
zero, and make a transition to the DIOO: Device ldle_SIR state (See Figure 44).
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Transition DP2a:DIO1: When the command has completed or an error occurs that causes the command to
abort, the device has another command released but not ready for service, and nlEN is set to one, then the
device shall set appropriate error bits, set C/D and I/O to one, clear BSY to zero, and make a transition to the
DIO1: Device_ldle_SR state (See Figure 44).

Transition DP2a:DIO2: When the command has completed or an error occurs that causes the command to
abort, the device has another command ready for service, and nlEN is cleared to zero, then the device shall
set the Interrupt Pending, set appropriate error bits, set C/D and I/O to one, set SERV to one, clear BSY to
zero, and make a transition to the DIO2: Device_ldle_SIS state (See Figure 44).

Transition DP2a:DIO3: When the command has completed or an error occurs that causes the command to
abort, the device has another command ready for service, and nlEN is set to one, then the device shall set
appropriate error bits, set C/D and I/O to one, set SERV to one, clear BSY to zero, and make a transition to
the DIO3: Device_lIdle_SS state (See Figure 44).

Transition DP2b:DIO0: When the command is released and nlIEN is cleared to zero, then the device shall
set the Interrupt Pending, set appropriate error bits, set C/D and 1/O to one, set REL to one, clear BSY to
zero, and make a transition to the DIOO: Device_ldle_SIR state (See Figure 44).

Transition DP2b:DIO1: When the command is released and nlEN is set to one, then the device shall set
appropriate error bits, set C/D and 1/O to one, set REL to one, clear BSY to zero, and make a transition to the
DIO1: Device_Idle_SR state (See Figure 44).

Transition DP2b:DIO2: When the command is released, the device has another command ready for service,
and nlEN is cleared to zero, then the device shall set the Interrupt Pending, set appropriate error bits, set C/D
and I/O to one, set REL to one, set SERV to one, clear BSY to zero, and make a transition to the DIO2:
Device_ldle_SIS state (See Figure 44).

Transition DP2b:DIO3: When the command is released, the device has another command ready for service,
and nlEN is set to one, then the device shall set appropriate error bits, set C/D and 1/O to one, set REL to
one, set SERV to one, clear BSY to zero, and make a transition to the DIO3: Device_ldle_SS state (See
Figure 44).

DP3: Ready INTRQ State: This state is entered when the device is ready to transfer a DRQ data block
and nlEN is cleared to zero. This state is entered to interrupt upon receipt of a SERVICE command when
service interrupt is enabled.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is asserted, C/D is cleared to zero, and
I/0O is set to one for PIO data-out or cleared to zero for PIO data-in.

Transition DP3:DP2: When the Status register is read to respond to a service interrupt, the device shall
make a transition to the DP2: Prepare_B state.

Transition DP3:DP4: When the Status register is read when the device is ready to transfer data, then the
device shall clear the Interrupt Pending, negate INTRQ, and make a transition to the DP4: Data_Transfer
state.

DP4: Data_Transfer State: This state is entered when the device is ready to transfer a DRQ data
block.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, C/D is cleared to zero, 1/O is
set to one for PIO data-out or cleared to zero for PIO data-in, and a data word is read/written in the Data
register.

Transition DP4:DP4: When the Data register is read/written and transfer of the DRQ data block has not
completed, then the device shall make a transition to the DP4: Data_Transfer state.
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Transition DP4:DP2: When the Data register is read/written and the transfer of the current DRQ data block
has completed, then the device shall make a transition to the DP2: Prepare_B state.
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—— HI4:HPDQ ————p»+— HPDO:HPD1l ——————————— |

HPDO: Check_Status_A

HPD1: Send_Packet

Data reg
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- Command packet

] transfer complete,
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Figure 55 — Host PACKET DMA command state diagram

HPDO: Check_Status_A State: This state is entered when the host has written a PACKET command

to the device.
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When in this state, the host shall read the device Status register. When entering this state from the HI4 state,
the host shall wait 400 ns before reading the Status register.

Transition HPDO:HPDO: When BSY is set to one, the host shall make a transition to the HPDO:
Check_Status_A state.

Transition HPDO:HPD1: When BSY is cleared to zero and DRQ is set to one, then the host shall make a
transition to the HPD1: Send_Packet state.

Transition HPDO:HIO: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero, and
SERYV is cleared to zero, then the command is completed and the host shall make a transition to the HIO:
Host_ldle state (See Figure 41). If an error is reported, the host shall perform appropriate error recovery.

HPD1: Send_Packet State: This state is entered when BSY is cleared to zero, DRQ is set to one.
When in this state, the host shall write a byte of the command packet to the Data register.

Transition HPD1:HPD1: When the Data register has been written and the writing of the command packet is
not completed, the host shall make a transition to the HPD1: Send_Packet state.

Transition HPD1:HPD2: When the Data register has been written, the writing of the command packet is
completed, and nIEN is set to one, the host shall make a transition to the HPD2: Check_Status_B state.

Transition HPD1:HPD3: When the Data register has been written, the writing of the command packet is
completed, and nIEN is cleared to zero, the host shall make a transition to the HPD3: INTRQ wait state.

HPD2: Check_Status_ B State: This state is entered when the host has written the command packet
to the device, when INTRQ has been asserted, when a DRQ data block has been transferred, or from a
service return when the service interrupt is disabled.

When in this state, the host shall read the device Status register. When entering this state from the HPD1 or
HPD4 state, the host shall wait one PIO transfer cycle time before reading the Status register. The wait may
be accomplished by reading the Alternate Status register and ignoring the result.

Transition HPD2:HPD2: When BSY is set to one, and DRQ is cleared to zero, the host shall make a
transition to the HPD2: Check_Status_B state.

Transition HPD2:HPD4:. When BSY is cleared to zero, DRQ is set to one, and DMARQ is asserted and
nlEN=1, then the host shall make a transition to the HPD4: Transfer_Data state. The host shall have set up
the DMA engine before this transition.

Transition HPD2:HIO: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero, SERV is
cleared to zero, and the device queue is empty, then the command is completed and the host shall make a
transition to the HIO: Host Idle state (See Figure 41). If an error is reported, the host shall perform
appropriate error recovery.

Transition HPD2a:HIO0: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero,
SERV is cleared to zero, nlEN is cleared to zero, and the device has a queue of released commands, then
the command is completed and the host shall make a transition to the HIO0: Command completed state (See
Figure 42). If an error is reported, the host shall perform appropriate error recovery.

Transition HPD2a:HIO3: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero,
SERV is cleared to zero, nlEN is set to one, and the device has a queue of released commands, then the
command is completed and the host shall make a transition to the HIO3: Command completed state (See
Figure 42). If an error is reported, the host shall perform appropriate error recovery.
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Transition HPD2b:HIO0: When BSY is cleared to zero, DRQ is cleared to zero, REL is set to one, SERV is
cleared to zero, and nlEN is cleared to zero, then the host shall make a transition to the HIOO0: INTRQ_wait_A
state (See Figure 42). The bus has been released.

Transition HPD2b:HIO3: When BSY is cleared to zero, DRQ is cleared to zero, REL is set to one, SERV is
cleared to zero, and nlEN is set to one, then the host shall make a transition to the HIO3: Check_status_A
state (See Figure 42). The bus has been released.

Transition HPD2:HIO5: When BSY is cleared to zero, DRQ is cleared to zero, and SERYV is set to one, then
the host shall make a transition to the HIO5: Write_ SERVICE state (See Figure 42). The command is
completed or the bus has been released, and another queued command is ready for service. If an error is
reported, the host shall perform appropriate error recovery.

HPD3: INTRQ_ Wait State: This state is entered when the command packet has been transmitted,
when a service return is issued and the service interrupt is enabled, or when the command has completed
and nlEN is cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted if nNIEN=0 or DMARQ if nIEN=1.

Transition HPD3:HPD2: When INTRQ is asserted and nlEN=0, the host shall make a transition to the
HPD2: Check_Status_B state.

Transition HPD3:HPD4: When DMARQ is asserted, the host shall make a transition to the HPD4:
Transfer_Data state.

HPD4: Transfer_Data State: This state is entered when BSY is cleared to zero, DRQ is set to one,
and DMARQ is asserted.

When in this state, the host shall read or write the device Data port to transfer data. If the bus has been
released, the host shall read the Sector Count register to determine the Tag for the queued command to be
executed.

Transition HPD4:HPD2: The host shall make a transition to the HPD2: Check_Status_B state when 1) the
host has transferred all data for the command and nIEN is set to one, or 2) the DMA burst has been
terminated and all data for the command has not been transferred.

Transition HPD4:HPD3: When all data for the request has been transferred and nlEN is cleared to zero,
then the host shall make a transition to the HPD3: INTRQ_wait state.
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Figure 56 — Device PACKET DMA command state diagram
DPDO: Prepare_A State: This state is entered when the device has a PACKET written to the Command
register.

When in this state, device shall set BSY to one, clear DRQ to zero, and negate INTRQ within 400 ns of the
receipt of the command and shall prepare to receive a command packet. If the command is a queued
command, the device shall verify that the Tag is valid.
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Transition DPD0:DPD1: When the device is ready to receive the command packet for a command, the
device shall make a transition to the DPD1: Receive_Packet state.

DPD1: Receive_Packet State: This state is entered when the device is ready to receive the command
packet.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, C/D is set to one, 1/O is
cleared to zero, and REL is cleared to zero. When in this state, the device Data register is written.

Transition DPD1:DPD1: If the Data register is written and the entire command packet has not been
received, then the device shall make a transition to the DPD1: Receive_Packet state.

Transition DPD1:DPD2: When the Data register is written and the entire command packet has been
received, then the device shall make a transition to the DPD2: Prepare_B state.

DPD2: Prepare_B State: This state is entered when the command packet has been received or from a
Service return.

When in this state, device shall set BSY to one, clear DRQ to zero, and negate INTRQ. The device shall
check for errors, determine if the data transfer is complete, and if not, prepare to transfer the DMA data.

Transition DPD2:DPD4: When the device is ready to transfer DMA data for a command and nlEN is set to
one, then the device shall set the command Tag and byte count, set the Interrupt Pending, and make a
transition to the DPD4: Transfer_Data state.

Transition DPD2:DPD3: When the service interrupt is enabled and the device has SERVICE written to the
Command register, then the device shall set the command Tag and byte count and make a transition to the
DPD3: Ready_INTRQ state.

Transition DPD2:DI0: When the command has completed or an error occurs that causes the command to
abort, the device has no other command released, and nlEN is cleared to zero, then the device shall set the
Interrupt Pending, set appropriate error bits, set C/D and I/O to one, clear BSY to zero, and make a transition
to the DIO: Device_ldle_SI state (See Figure 43).

Transition DPD2:DI1: When the command has completed or an error occurs that causes the command to
abort, the device has no other command released, and nlEN is set to one, then the device shall set
appropriate error bits, set C/D and I/O to one, clear BSY to zero, and make a transition to the DI1:
Device_ldle_S state (See Figure 43).

Transition DPD2a:DIO0: When the command has completed or an error occurs that causes the command
to abort, the device has another command released but not ready for service, and nlEN is cleared to zero,
then the device shall set the Interrupt Pending, set appropriate error bits, set C/D and I/O to one, clear BSY to
zero, and make a transition to the DIOO: Device_ldle_SIR state (See Figure 44).

Transition DPD2a:DIO1: When the command has completed or an error occurs that causes the command
to abort, the device has another command released but not ready for service, and nlEN is set to one, then the
device shall, set appropriate error bits, set C/D and I/O to one, clear BSY to zero, and make a transition to the
DIO1: Device_ldle_SR state (See Figure 44).

Transition DPD2a:DIO2: When the command has completed or an error occurs that causes the command
to abort, the device has another command ready for service, and nlEN is cleared to zero, then the device
shall set the Interrupt Pending, set appropriate error bits, set C/D and 1/O to one, set SERV to one, clear BSY
to zero, and make a transition to the DIO2: Device_ldle_SIS state (See Figure 44).

Transition DPD2a:DIO3: When the command has completed or an error occurs that causes the command
to abort, the device has another command ready for service, and nlEN is set to one, then the device shall set
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appropriate error bits, set C/D and I/O to one, set SERV to one, clear BSY to zero, and make a transition to
the DIO3: Device_ldle_SS state (See Figure 44).

Transition DPD2b:DIO0: When the command is released and nlEN is cleared to zero, then the device shall
set the Interrupt Pending, set appropriate error bits, set C/D and I/O to one, set REL to one, clear BSY to
zero, and make a transition to the DIOO: Device_ldle_SIR state (See Figure 44).

Transition DPD2b:DIO1: When the command is released and nIEN is set to one, then the device shall, set
appropriate error bits, set C/D and I/O to one, set REL to one, clear BSY to zero, and make a transition to the
DIO1: Device_ldle_SR state (See Figure 44).

Transition DPD2b:DIO2: When the is released, the device has another command ready for service, and
nlEN is cleared to zero, then the device shall set the Interrupt Pending, set appropriate error bits, set C/D and
I/O to one, set REL to one, set SERV to one, clear BSY to zero, and make a transition to the DIO2:
Device_ldle_SIS state (See Figure 44).

Transition DPD2b:DIO3: When the command is released, the device has another command ready for
service, and nlEN is set to one, then the device shall set appropriate error bits, set C/D and I/O to one, set
REL to one, set SERV to one, clear BSY to zero, and make a transition to the DIO3: Device_ldle_SS state
(See Figure 44).

DPD3: Ready INTRQ State: This state is entered upon receipt of a SERVICE command when service
interrupt is enabled.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is asserted, C/D is cleared to zero, and
I/O is set to one for PIO data-out or cleared to zero for PIO data-in.

Transition DPD3:DPD2: When the Status register is read to respond to a service interrupt, the device shall
make a transition to the DPD2: Prepare_B state.

DPD4: Data_Transfer State: This state is entered when the device is ready to transfer DMA data.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, C/D is cleared to zero, 1/O is
set to one for data-out or cleared to zero for data-in, DMARQ is asserted, and data is transferred as
described in Multiword DMA timing or Ultra DMA protocol.

Transition DPD4:DPD2: When the DMA burst is terminated, the device shall make a transition to the DPD2:
Prepare_B state. All of the data for the command may not have been transferred.

8.9 READ/WRITE DMA QUEUED command protocol

This class includes:

- READ DMA QUEUED

- READ DMA QUEUED EXT

- WRITE DMA QUEUED

-  WRITE DMA QUEUED EXT

-  WRITE DMA QUEUED FUA EXT

Execution of this class of command includes the transfer of one or more blocks of data from the host to the
device or from the device to the host using DMA transfers. All data for the command may be transferred
without a bus release between the command receipt and the data transfer. This command may bus release
before transferring data. The host shall initialize the DMA channel prior to transferring data. When data
transfer is begun, all data for the request shall be transferred without a bus release. Figure 57 and the text
following the figure describe the host states. Figure 58 and the text following the figure describe the device
states.
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Figure 57 — Host DMA QUEUED state diagram

HDMAQO: Check_Status State: This state is entered when the host has written a READ/WRITE DMA
QUEUED command to the device, when all data for the command has been transferred and nlEN is set to
one, or when all data for the command has been transferred, nlEN is cleared to zero, and INTRQ has been
asserted. It is also entered when the SERVICE command has been written to continue execution of a bus
released command.

When in this state, the host shall read the device Status register. When entering this state from the HI4,
HIOS5, or HIO7 state, the host shall wait 400 ns before reading the Status register. When entering this state
from the HDMAQL state, the host shall wait one PIO transfer cycle time before reading the Status register.
The wait may be accomplished by reading the Alternate Status register and ignoring the result. When
entering this state from the DMA QUEUED service return, the host shall check the Tag for the command to
be serviced before making a transition to transfer data.

Transition HDMAQO:HDMAQO: When BSY is set to one and DMARQ is negated, the host shall make a
transition to the HDMAQO: Check_Status state.
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Transition HDMAQO:HDMAQL: When BSY is cleared to zero, DRQ is set to one, and DMARQ is asserted,
then the host shall set up the DMA engine and then make a transition to the HDMAQZ1: Transfer_Data state.

Transition HDMAQO:HIO: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero,
SERV is cleared to zero, and the device queue is empty, then the command is completed and the host shall
make a transition to the HIO: Host_ldle state (See Figure 41). If an error is reported, the host shall perform
appropriate error recovery.

Transition HDMAQOa:HIO0: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero,
SERV is cleared to zero, nlEN is cleared to zero, and the device has a queue of released commands, then
the command is completed and the host shall make a transition to the HIO0: Command completed state (See
Figure 42). If an error is reported, the host shall perform appropriate error recovery.

Transition HDMAQOa:HIO3: When BSY is cleared to zero, DRQ is cleared to zero, REL is cleared to zero,
SERYV is cleared to zero, nlEN is set to one, and the device has a queue of released commands, then the
command is completed and the host shall make a transition to the HIO3: Command completed state (See
Figure 42). If an error is reported, the host shall perform appropriate error recovery.

Transition HDMAQOb:HIOO0: When BSY is cleared to zero, DRQ is cleared to zero, REL is set to one, SERV
is cleared to zero, and nlEN is cleared to zero, then the host shall make a transition to the HIOO:
INTRQ_wait_A state (See Figure 42). The bus has been released.

Transition HDMAQOb:HIO3: When BSY is cleared to zero, DRQ is cleared to zero, REL is set to one, SERV
is cleared to zero, and nlEN is set to one, then the host shall make a transition to the HIO3: Check_status_A
state (See Figure 42). The bus has been released.

Transition HDMAQO:HIO5: When BSY is cleared to zero, DRQ is cleared to zero, and SERYV is set to one,
then the host shall make a transition to the HIO5: Write_ SERVICE state (See Figure 42). The command is
completed or the bus has been released, and another queued command is ready for service. If an error is
reported, the host shall perform appropriate error recovery.

HDMAQZ1: Transfer_Data State: This state is entered when BSY is cleared to zero, DRQ is set to
one, and DMARQ is asserted.

When in this state, the host shall read or write the device Data port to transfer data. If the bus has been
released, the host shall read the Tag in the Sector Count register to determine the queued command to be
executed and initialize the DMA channel.

Transition HDMAQ1:HDMAQO: The host shall make a transition to the HDMAQQO: Check_Status state when
1) all data for the request has been transferred and nlEN is set to one, or 2) the DMA burst is terminated and
all data for the request has not been transferred.

Transition HDMAQ1:HDMAQZ2: When all data for the request has been transferred and nlEN is cleared to
zero, then the host shall make a transition to the HDMAQ2: INTRQ_wait state.

HDMAQZ2: INTRQ_Wait State: This state is entered when the command has completed, and nIEN is
cleared to zero.

When in this state, the host shall wait for INTRQ to be asserted.

Transition HDMAQ2:HDMAQO: When INTRQ is asserted, the host shall make a transition to the HDMAQO:
Check_Status state.

Page 120



T13/1698D Revision 3

DDMAQOQO: Prepare
BSY=1, DRQ=0, INTRQ=N, DMARQ=N

DMA QUEUED command written Service return
— xx:DDMAQO | xx:DDMAQO0 —

Command complete & nlEN=1 & no queue | Command complete & nIEN=0 & no queue
Device_Idle S —s=——— DDMAQO:DI1 —— DDMAQO:DI0 — = Device_ldle_SI

BSY=0, REL=0 BSY=0, REL=0, INTRQ=A
Command complete & nlEN=1 & queue | Command complete & nIEN=0 & queue
Device_|dle_ SR ~«——— DDMAQOa:DIO1 —1— DDMAQOa:DIO0 — = Device_ldle_SIR
BSY=0, REL=0 BSY=0, REL=0, INTRQ=A
Command complete & nlIEN =1 & service Command complete & nlIEN = 0 & service required
Device_ldle_SS —a——— DDMAQOa:DIO3 ———— DDMAQOa:DIO2 — Device_ldle_SIS

BSY=0, REL=0, SERV=1 BSY=0, REL=0, SERV=1, INTRQ=A

Bus release & n[EN =0 | Busrelease & nlEN =1
Device_Idle_SIR —=—— DDMAQOb:DIO0 — DDMAQOb:DIO1 ——= Device_ldle_SR
BSY=0, REL=1, INTRQ=A | BSY=0, REL=1

Bus release & nIEN = 0 & service required | Bus release & nlEN = 1 & service required
Device_ldle_SIS -a«—— DDMAQOb:DIO2 — DDMAQOb:DIO3 ——= Device_ldle_SS
BSY=0, REL=1, SERV=1, INTRQ=A | BSY=0, REL=1, SERV=1

Ready to transfer DMA data
DDMAQO:DDMAQ1

DDMAQ1: Transfer_Data
BSY=0, DRQ=1, INTRQ=N, DMARQ=A

DMA burst terminated
DDMAQ1:DDMAQQO ——=

BSY DRQ REL SERV C/D 1/10 INTRQ | DMARQ | PDIAG- DASP-
v v X X X X \Y V R R

Figure 58 — Device DMA QUEUED command state diagram

DDMAQOQO: Prepare State: This state is entered when the device has a READ/WRITE DMA QUEUED
or SERVICE command written to the Command register, when the data has been transferred, or when the
command has completed.

When in this state, device shall set BSY to one, clear DRQ to zero, and negate INTRQ. If the command is a
gueued command, the device shall verify that the Tag is valid. If commands are queued, the Tag for the
command to be serviced shall be placed into the Sector Count register.

Transition DDMAQO:DDMAQ1: When the device is ready to transfer the data for a command, then the
device shall make a transition to the DDMAQL1: Transfer_Data state.

Transition DDMAQQO:DIO: When the command has completed or an error occurs that causes the command
to abort, the device has no other command released, and nIEN is cleared to zero, then the device shall set
the Interrupt Pending, set appropriate error bits, clear BSY to zero, assert INTRQ, and make a transition to
the DIO: Device_ldle_SI state (See Figure 43).
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Transition DDMAQO:DI1: When the command has completed or an error occurs that causes the command
to abort, the device has no other command released, and nlEN is set to one, then the device shall set
appropriate error bits, clear BSY to zero, assert INTRQ, and make a transition to the DI1: Device_ldle_S state
(See Figure 43).

Transition DDMAQOa:DIO0: When the command has completed or an error occurs that causes the
command to abort, the device has another command released but not ready for service, and nlEN is cleared
to zero, then the device shall set the Interrupt Pending, set appropriate error bits, clear BSY to zero, assert
INTRQ, and make a transition to the DIOO: Device_ldle_SIR state (See Figure 44).

Transition DDMAQOa:DIO1: When the command has completed or an error occurs that causes the
command to abort, the device has another command released but not ready for service, and nlEN is set to
one, then the device shall, set appropriate error bits, clear BSY to zero, and make a transition to the DIO1.:
Device ldle_SR state (See Figure 44).

Transition DDMAQOa:DIO2: When the command has completed or an error occurs that causes the
command to abort, the device has another command ready for service, and nlEN is cleared to zero, then the
device shall set the Interrupt Pending, set appropriate error bits, set SERV to one, clear BSY to zero, assert
INTRQ, and make a transition to the DIO2: Device_Ildle_SIS state (See Figure 44).

Transition DDMAQOa:DIO3: When the command has completed or an error occurs that causes the
command to abort, the device has another command ready for service, and nlEN is set to one, then the
device shall set appropriate error bits, set SERV to one, clear BSY to zero, and make a transition to the DIO3:
Device_ldle_SS state (See Figure 44).

Transition DDMAQOb:DIOO0: When the bus is released and nlEN is cleared to zero, then the device shall set
the Interrupt Pending, set appropriate error bits, set REL to one, clear BSY to zero, assert INTRQ, and make
a transition to the DIOO: Device_ldle_SIR state (See Figure 44).

Transition DDMAQOb:DIO1: When the bus is released and nlEN is set to one, then the device shall, set
appropriate error bits, set REL to one, clear BSY to zero, and make a transition to the DIO1: Device_ldle_SR
state (See Figure 44).

Transition DDMAQOb:DIO2: When the bus is released, the device has another command ready for service,
and nlEN is cleared to zero, then the device shall set the Interrupt Pending, set appropriate error bits, set REL
to one, set SERV to one, clear BSY to zero, assert INTRQ, and make a transition to the DIO2:
Device_ldle_SIS state (See Figure 44).

Transition DDMAQOb:DIO3: When the bus is released, the device has another command ready for service,

and nIEN is set to one, then the device shall set appropriate error bits, set REL to one, set SERV to one, clear
BSY to zero, and make a transition to the DIO3: Device_ldle_SS state (See Figure 44).

DDMAQZ1: Data_Transfer State: This state is entered when the device is ready to transfer DMA data.

When in this state, BSY is cleared to zero, DRQ is set to one, INTRQ is negated, DMARQ is asserted, and
data is transferred as described in Multiword DMA timing or Ultra DMA protocol.

Transition DDMAQ1:DDMAQO: When the DMA burst has been terminated, then the device shall make a
transition to the DDMAQQO: Prepare state. All of the data for the command may not have been transferred.

8.10 EXECUTE DEVICE DIAGNOSTIC command protocol
This class includes:
— EXECUTE DEVICE DIAGNOSTIC

If the host asserts RESET- before devices have completed executing the device diagnostic protocol, then the
devices shall start executing the power-on or hardware reset protocol from the beginning.
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If the host sets SRST to one in the Device Control register before the devices have completed execution of
the device diagnostic protocol, then the devices shall start executing their software reset protocol from the
beginning.

Figure 59 and the text following the figure describe the EXECUTE DEVICE DIAGNOSTIC protocol for the
host. Figure 60 and the text following the figure describe the EXECUTE DEVICE DIAGNOSTIC protocol for
Device 0. Figure 61 and the text following the figure describe the EXECUTE DEVICE DIAGNOSTIC protocol
for Device 1.

HEDO: Wait HED2: Check_status

EXECUTE DEVICE DIAGNOSTIC
command written & nlIEN=1 2 ms timeout complete BSY = 0

— HI4:HEDO —————®1—— HEDO:HED2 —————— 1 HED2:HI0 — = Host_idle

HED1: INTRQ_ Wait BSY=1
—_— — HED2:HED?

EXECUTE DEVICE DIAGNOSTIC
command written & nIEN=0

— HI4:HED1 ——— »»1—HED1:HED2 ]

INTRQ asserted

Figure 59 — Host EXECUTE DEVICE DIAGNOSTIC state diagram

HEDO: Wait State: This state is entered when the host has written the EXECUTE DEVICE DIAGNOSTIC
command to the devices and nlEN is set to one.

The host shall remain in this state for at least 2 ms.

Transition HEDO:HED1: When at least 2 ms has elapsed since the command was written, the host shall
make a transition to the HED1: Check_status state.

HED1: INTRQ_wait: This state is entered when the host has written the EXECUTE DEVICE
DIAGNOSTIC command to the devices and nlEN is cleared to zero.

When in this state the host shall wait for INTRQ to be asserted.

Transition HED1:HED2: When INTRQ is asserted, the host shall make a transition to the HED2:
Check_status state.

HED2: Check_status State: This state is entered when at least 2 ms since the command was written
or INTRQ has been asserted.

When in this state, the host shall read the Status or Alternate Status register.

Transition HED2:HED2: When BSY is set to one, the host shall make a transition to the HED1:
Check_status state.

Transition HED2:HI0: When BSY is cleared to zero, the host shall check the results of the command (see
ATAB8-ACS) and make a transition to the HIO: Host_idle state (See Figure 41).
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DOEDO: Release_bus

EXECUTE DEVICE DIAGNOSTIC Bus released & no Device 1
command written - DOEDO:DOED3
DI0:DOEDO | o | Clearbit7 \
DI1:DOEDO | . .
Bus released & Device 1 exists
—— DOEDO:DOED1

DOED1: PDIAG-_wait

1 ms wait complete
DOED1:DOED2 —==

DOED2: Sample_PDIAG- DOED3: Set_status

)

-
Resample PDIAG- | PDIAG- asserted Status set & nlIEN=1
DOED2:DOED2 —— DOED2a:DOED3 ——®1— DOED3:DI1 ——— = Device_idle_S
Clear bit 7 BSY=0
6 s timeout Status set & nIEN=0
- DOED2b:DOED3 ——®=+—— DOED3:DI0 ———m Device_idle_SI
Set bit 7 BSY=0, INTRQ=A

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-
1 0 0 0 0 0 V R R R

Figure 60 — Device 0 device diagnostic state diagram
DOEDO: Release_bus State: This state is entered when the EXECUTE DEVICE DIAGNOSTIC
command has been written.

When in this state, the device shall release PDIAG-, INTRQ, IORDY, DMARQ, and DD(15:0) and shall set
BSY to one within 400 ns after entering this state.

The device should begin performing the self-diagnostic testing.

Transition DOEDO:DOED1: When the bus has been released, BSY set to one, and the assertion of DASP- by
Device 1 was detected during the most recent power-on or hardware reset, then the device shall make a
transition to the DOED1: PDIAG-_wait state.

Transition DOEDO:DOED3: When the bus has been released, BSY set to one, and the assertion of DASP- by

Device 1 was not detected during the most recent power-on or hardware reset, then the device shall clear bit
7 in the Error register and make a transition to the DOED3: Set_status state.

DOED1: PDIAG-_ wait State: This state is entered when the bus has been released, BSY set to one,
and Device 1 exists.

The device shall remain in this state until least 1 ms has elapsed since the command was written and shall
clear the DEV bit in the Device register to zero within 1 ms.

Transition DOED1:DOED2: When at least 1 ms has elapsed since the command was written, the device
shall make a transition to the DOED2: Sample_PDIAG- state.

DOED2: Sample_PDIAG- State: This state is entered when at least 1 ms has elapsed since the
command was written.
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When in this state, the device shall sample the PDIAG- signal.

Transition DOED2:DOED3: When the sample indicates that PDIAG- is asserted, the device shall clear bit 7 in
the Error register and make a transition to the DOED3: Set_status state.

Transition DOED2:DOED2: When the sample indicates that PDIAG- is not asserted and less than 6 s have
elapsed since the command was written, then the device shall make a transition to the DOED?2:
Sample_PDIAG- state.

Transition DOED2:DOED3: When the sample indicates that DASP- is not asserted and 6 s have elapsed
since the command was written, then the device shall set bit 7 in the Error register and make a transition to
the DOED3: Set_status state.

DOED3: Set_status State: This state is entered when Bit 7 in the Error register has been set or
cleared.

When in this state, the device shall clear the DEV bit in the Device register to zero within 1 ms. The device
shall complete the self-diagnostic testing begun in the Release bus state if not already completed.

Results of the EXECUTE DEVICE DIAGNOSTICS self-diagnostic testing shall be placed in bits (6:0) of the
Error register. The device shall set the signature values (see ATA8-ACS). If the device does not implement
the PACKET command feature set, the device shall clear bits 3, 2, and 0 in the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

Transition DOED3:DI1: When hardware initialization and self-diagnostic testing is completed, the status has
been set, and nlEN is set to one, then the device shall clear BSY to zero, and make a transition to the DI1:
Device_idle_S state (See Figure 43).

Transition DOED3:DIO: When hardware initialization and self-diagnostic testing is completed, the status has
been set, and nlEN is cleared to zero, then the device shall clear BSY to zero, assert INTRQ, and make a
transition to the DIO: Device_idle_SI state (See Figure 43).

D1EDO: Release_bus D1ED1: Negate PDIAG-
PDIAG=x PDIAG- =R
EXECUTE DEVICE Bus released
DIAGNOSTIC command written +— D1EDO:D1ED1 1

DI0:D1EDO
DI1:D1EDO

D1ED2: Set_status

PDIAG- = PDIAG- negated
-t D1ED1:D1ED2 —
Status set
— D1ED2:DI2 P Device_idle_NS

BSY=0, PDIAG-=A

BSY DRQ REL SERV C/D I/0 INTRQ | DMARQ | PDIAG- | DASP-
1 0 0 0 0 0 N R V R

Figure 61 — Device 1 device diaghostic command state diagram
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D1EDO: Release bus State: This state is entered when the EXECUTE DEVICE DIAGNOSTIC
command is written.

When in this state, the device shall release INTRQ, IORDY, DMARQ, and DD(15:0) within 400 ns after
entering this state. The device shall set BSY to one within 400 ns after entering this state.

The device should begin performing the self-diagnostic testing.

Transition D1EDO:D1ED1: When the bus has been released and BSY set to one, then the device shall
make a transition to the D1ED1: Negate_PDIAG- state.

D1ED1: Negate PDIAG- State: This state is entered when the bus has been released and BSY set to
one.

When in this state, the device shall negate PDIAG- and clear the DEV bit in the Device register within less
than 1 ms of the receipt of the EXECUTE DEVICE DIAGNOSTIC command.

Transition D1ED1:D1ED2: When PDIAG- has been negated, the device shall make a transition to the
D1ED2: Set_status state.

D1ED2: Set_status State: This state is entered when the device has negated PDIAG-.

When in this state the device shall complete the hardware initialization and self-diagnostic testing begun in
the Release bus state if not already completed. Results of the EXECUTE DEVICE DIAGNOSTICS command
shall be placed in the Error register. If the device passed the self-diagnostics, the device shall assert PDIAG-.

The device shall set the signature values (see ATA8-ACS). The effect on the Features register is undefined.

If the device does not implement the PACKET command feature set, the device shall clear bits 3, 2, and 0 in
the Status register to zero.

If the device implements the PACKET command feature set, the device shall clear bits 6, 5, 4, 3, 2, and 0 in
the Status register to zero. The device shall return the operating modes to their specified initial conditions.
MODE SELECT conditions shall be restored to their last saved values if saved values have been established.
MODE SELECT conditions for which no values have been saved shall be returned to their default values.

All requirements for this state shall be completed within 5 s from the writing of the command.
Transition D1ED2:DI2: When hardware initialization and self-diagnostic testing is completed and the status

has been set, then the device shall clear BSY to zero, assert PDIAG- if diagnostics were passed, and make a
transition to the DI2: Device_idle_NS state (See Figure 43).

8.11 DEVICE RESET command protocol

This class includes:
- DEVICE RESET

If the host asserts RESET- before the device has completed executing a DEVICE RESET command, then
the device shall start executing the hardware reset protocol from the beginning. If the host sets the SRST hit
to one in the Device Control register before the device has completed executing a DEVICE RESET
command, the device shall start executing the software reset protocol from the beginning.

The host should not issue a DEVICE RESET command while a DEVICE RESET command is in progress. If

the host issues a DEVICE RESET command while a DEVICE RESET command is in progress, the results
are indeterminate.
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Figure 62 and the text following the figure describe the DEVICE RESET command protocol for the host.
Figure 63 and the text following the figure describe the DEVICE RESET command protocol for the device.

HDRO: Wait HDR1: Check_status
400 ns timeout complete -
DEVICE RESET P BSY=0 ,
command written HDRO:HDR1———®r— HDR1:HI0 —= Host_idle
— HI4:HDRO BSY=1
HDR1:HDR1 —

Figure 62 — Host DEVICE RESET command state diagram

HDRO: Wait State: This state is entered when the host has written the DEVICE RESET command to the
device.

The host shall remain in this state for at least 400 ns.

Transition HDRO:HDR1: When at least 400 ns have elapsed since the command was written, the host shall
make a transition to the HDR1: Check_status state.

HDR1: Check_status State: This state is entered when at least 400 ns has elapsed since the
command was written.

When in this state the host shall read the Status register.

Transition HDR1:HDR1: When BSY is set to one, the host shall make a transition to the HDRI1:
Check_status state.

Transition HDR1:HIO: When BSY is cleared to zero, the host shall make a transition to the HIO: Host_idle
state (See Figure 41). If status indicates that an error has occurred, the host shall take appropriate action.

DDRO: Release bus DDR1: Set_status
DEVICE RESET Bus released Status set
command written | ppRo:pDR1 —m=— DDR1:DI1 ——#= Device_idle_S

DI0:DDRO BSY=0
DI1:DDRO

BSY DRQ REL SERV C/D I/0 INTRO [ DMARQ | PDIAG- | DASP-
1 0 0 0 0 0 N R R R

Figure 63 — Device DEVICE RESET command state diagram

DDRO: Release_bus State: This state is entered when the DEVICE RESET command is written.

When in this state, the device shall release INTRQ, IORDY, DMARQ, and DD(15:0) within 400 ns after
entering this state. The device shall set BSY to one within 400 ns after entering this state.
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Transition DDRO:DDR1: When the bus has been released and BSY set to one, the device shall make a
transition to the DDR1: Set_status state.

DDR1: Set_status State: This state is entered when the device has released the bus and set BSY to
one.

When in this state the device should stop execution of any uncompleted command. The device should end
background activity (e.g., immediate commands, see MMC and MMC-2).

The device should not revert to the default condition. If the device reverts to the default condition, the device
shall report an exception condition by setting CHK to one in the Status register. MODE SELECT conditions
shall not be altered.

The device shall set the signature values (see ATA8-ACS). The content of the Features register is undefined.

The device shall clear bit 7 in the ERROR register to zero. The device shall clear bits 6, 5, 4, 3, 2, and 0 in the
Status register to zero.

Transition DDR1:DI1: When the status has been set, the device shall clear BSY to zero and make a
transition to the DI1: Device_idle_S state (See Figure 43).

8.12 Ultra DMA data-in commands

8.12.1 Initiating an Ultra DMA data-in burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and9.2.4.1.

a) The host shall keep DMACK:- in the negated state before an Ultra DMA burst is initiated.

b) The device shall assert DMARQ to initiate an Ultra DMA burst when DMACK- is negated. After assertion
of DMARQ the device shall not negate DMARQ until after the first negation of DSTROBE.

c) Steps (c), (d), and (e) may occur in any order or at the same time. The host shall assert STOP.

d) The host shall negate HDMARDY-.

e) The host shall negate CS0-, CS1-, DA2, DA1, and DAO. The host shall keep CS0-, CS1-, DA2, DAL, and
DAO negated until after negating DMACK- at the end of the burst.

f) Steps (c), (d), and (e) shall have occurred at least tack before the host asserts DMACK-. The host shall
keep DMACK- asserted until the end of an Ultra DMA burst.

g) The host shall release DD(15:0) within t,z after asserting DMACK-.

h) The device may assert DSTROBE tzorpy after the host has asserted DMACK-. Once the device has
driven DSTROBE the device shall not release DSTROBE until after the host has negated DMACK- at the
end of an Ultra DMA burst.

i) The host shall negate STOP and assert HDMARDY- within tgyy after asserting DMACK-. After negating
STOP and asserting HDMARDY-, the host shall not change the state of either signal until after receiving
the first negation of DSTROBE from the device (i.e., after the first data word has been received).

i) The device shall drive DD(15:0) no sooner than tz5p after the host has asserted DMACK-, negated STOP,
and asserted HDMARDY-.

k) The device shall drive the first word of the data transfer onto DD(15:0). This step may occur when the
device first drives DD(15:0) in step (j).

[) To transfer the first word of data the device shall negate DSTROBE within tr5 after the host has negated
STOP and asserted HDMARDY-. The device shall negate DSTROBE no sooner than tpys after driving
the first word of data onto DD(15:0).

8.12.2 The data-in transfer

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.2.

a) The device shall drive a data word onto DD(15:0).
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b) The device shall generate a DSTROBE edge to latch the new word no sooner than tpys after changing
the state of DD(15:0). The device shall generate a DSTROBE edge no more frequently than tcyc for the
selected Ultra DMA mode. The device shall not generate two rising or two falling DSTROBE edges more
frequently than t, for the selected Ultra DMA mode.

c) The device shall not change the state of DD(15:0) until at least tpyy after generating a DSTROBE edge to
latch the data.

d) The device shall repeat steps (a), (b), and (c) until the Ultra DMA burst is paused or terminated by the
device or host.

8.12.3 Pausing an Ultra DMA data-in burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.3.

8.12.3.1 Device pausing an Ultra DMA data-in burst

a) The device shall not pause an Ultra DMA burst until at least one data word of an Ultra DMA burst has
been transferred.

b) The device shall pause an Ultra DMA burst by not generating additional DSTROBE edges. If the host is
ready to terminate the Ultra DMA burst (See 8.12.4.2).

c) The device shall resume an Ultra DMA burst by generating a DSTROBE edge.

8.12.3.2 Host pausing an Ultra DMA data-in burst

a) The host shall not pause an Ultra DMA burst until at least one data word of an Ultra DMA burst has been
transferred.

b) The host shall pause an Ultra DMA burst by negating HDMARDY-.

c) The device shall stop generating DSTROBE edges within tges of the host negating HDMARDY-.

d) When operating in Ultra DMA modes 2, 1, or 0 the host shall be prepared to receive zero, one, or two
additional data words after negating HDMARDY-. While operating in Ultra DMA modes 6, 5, 4, or 3 the
host shall be prepared to receive zero, one, two, or three additional data words after negating
HDMARDY-. The additional data words are a result of cable round trip delay and tres timing for the
device.

e) The host shall resume an Ultra DMA burst by asserting HDMARDY-.

8.12.4 Terminating an Ultra DMA data-in burst

8.12.4.1 Device terminating an Ultra DMA data-in burst

Burst termination is completed when the termination protocol has been executed and DMACK- negated.
The device shall terminate an Ultra DMA burst before command completion.

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.4.

a) The device shall initiate termination of an Ultra DMA burst by not generating additional DSTROBE edges.

b) The device shall negate DMARQ no sooner than tss after generating the last DSTROBE edge. The
device shall not assert DMARQ again until after DMACK- has been negated.

¢) The device shall release DD(15:0) no later than t,; after negating DMARQ.

d) The host shall assert STOP within t,, after the device has negated DMARQ. The host shall not negate
STOP again until after the Ultra DMA burst is terminated.

e) The host shall negate HDMARDY- within t, after the device has negated DMARQ. The host shall
continue to negate HDMARDY- until the Ultra DMA burst is terminated. Steps (d) and (e) may occur at
the same time.

f)  The host shall drive DD(15:0) no sooner than tz,y after the device has negated DMARQ. For this step,
the host may first drive DD(15:0) with the result of the host CRC calculation (See 8.14);
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)

If DSTROBE is negated, the device shall assert DSTROBE within t, after the host has asserted STOP.
No data shall be transferred during this assertion. The host shall ignore this transition on DSTROBE.
DSTROBE shall remain asserted until the Ultra DMA burst is terminated.

If the host has not placed the result of the host CRC calculation on DD(15:0) since first driving DD(15:0)
during (f), the host shall place the result of the host CRC calculation on DD(15:0) (See 8.14).

The host shall negate DMACK- no sooner than ty,, after the device has asserted DSTROBE and negated
DMARQ and the host has asserted STOP and negated HDMARDY-, and no sooner than tpys after the
host places the result of the host CRC calculation on DD(15:0).

The device shall latch the host's CRC data from DD(15:0) on the negating edge of DMACK-.

The device shall compare the CRC data received from the host with the results of the device CRC
calculation. If a miscompare error occurs during one or more Ultra DMA bursts for any one command, at
the end of the command the device shall report the first error that occurred (See 8.14).

The device shall release DSTROBE within torpyz after the host negates DMACK-.

The host shall not negate STOP nor assert HDMARDY - until at least tack after negating DMACK-.

The host shall not assert DIOR-, CS0-, CS1-, DA2, DAL, or DAO until at least tack after negating DMACK.

8.12.4.2 Host terminating an Ultra DMA data-in burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.5.

a)
b)

c)
d)

e)
f)
9)
h)
i)
)
k)

The host shall not initiate Ultra DMA burst termination until at least one data word of an Ultra DMA burst
has been transferred.

The host shall initiate Ultra DMA burst termination by negating HDMARDY-. The host shall continue to
negate HDMARDY- until the Ultra DMA burst is terminated.

The device shall stop generating DSTROBE edges within tres of the host negating HDMARDY-.

When operating in Ultra DMA modes 2, 1, or 0 the host shall be prepared to receive zero, one or two
additional data words after negating HDMARDY-. While operating in Ultra DMA modes 6, 5, 4, or 3 the
host shall be prepared to receive zero, one, two, or three additional data words after negating
HDMARDY-. The additional data words are a result of cable round trip delay and tres timing for the
device.

The host shall assert STOP no sooner than tgp after negating HDMARDY-. The host shall not negate
STOP again until after the Ultra DMA burst is terminated.

The device shall negate DMARQ within t, after the host has asserted STOP. The device shall not assert
DMARQ again until after the Ultra DMA burst is terminated.

If DSTROBE is negated, the device shall assert DSTROBE within t, after the host has asserted STOP.
No data shall be transferred during this assertion. The host shall ignore this transition on DSTROBE.
DSTROBE shall remain asserted until the Ultra DMA burst is terminated.

The device shall release DD(15:0) no later than t,, after negating DMARQ.

The host shall drive DD(15:0) no sooner than tzy after the device has negated DMARQ. For this step,
the host may first drive DD(15:0) with the result of the host CRC calculation (See 8.14).

If the host has not placed the result of the host CRC calculation on DD(15:0) since first driving DD(15:0)
during (9), the host shall place the result of the host CRC calculation on DD(15:0) (See 8.14).

The host shall negate DMACK- no sooner than ty,, after the device has asserted DSTROBE and negated
DMARQ and the host has asserted STOP and negated HDMARDY-, and no sooner than tpys after the
host places the result of the host CRC calculation on DD(15:0).

The device shall latch the host's CRC data from DD(15:0) on the negating edge of DMACK-.

The device shall compare the CRC data received from the host with the results of the device CRC
calculation. If a miscompare error occurs during one or more Ultra DMA burst for any one command, at
the end of the command, the device shall report the first error that occurred (See 8.14) .

The device shall release DSTROBE within torpyz after the host negates DMACK-.

The host shall neither negate STOP nor assert HDMARDY- until at least tyck after the host has negated
DMACK-.

The host shall not assert DIOR-, CS0-, CS1-, DA2, DAL, or DAO until at least tack after negating DMACK.
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8.13 Ultra DMA data-out commands
8.13.1 Initiating an Ultra DMA data-out burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.6.

a) The host shall keep DMACK:- in the negated state before an Ultra DMA burst is initiated.

b) The device shall assert DMARQ to initiate an Ultra DMA burst when DMACK- is negated.

c) Steps (c), (d), and (e) may occur in any order or at the same time. The host shall assert STOP.

d) The host shall assert HSTROBE.

e) The host shall negate CS0-, CS1-, DA2, DAL, and DAOQ. The host shall keep CS0-, CS1-, DA2, DAL, and
DAO negated until after negating DMACK- at the end of the burst.

f) Steps (c), (d), and (e) shall have occurred at least tack before the host asserts DMACK-. The host shall
keep DMACK- asserted until the end of an Ultra DMA burst.

g) The device may negate DDMARDY- t;0rpy after the host has asserted DMACK-. Once the device has
negated DDMARDY-, the device shall not release DDMARDY- until after the host has negated DMACK-
at the end of an Ultra DMA burst.

h) The host shall negate STOP within tgyy after asserting DMACK-. The host shall not assert STOP until
after the first negation of HSTROBE.

i) The device shall assert DDMARDY- within t,, after the host has negated STOP. After asserting DMARQ
and DDMARDY- the device shall not negate either signal until after the first negation of HSTROBE by the
host.

i)  The host shall drive the first word of the data transfer onto DD(15:0). This step may occur any time
during Ultra DMA burst initiation.

k) To transfer the first word of data: the host shall negate HSTROBE no sooner than ty, after the device has
asserted DDMARDY-. The host shall negate HSTROBE no sooner than tpys after the driving the first
word of data onto DD(15:0).

8.13.2 The data-out transfer

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.7.

a) The host shall drive a data word onto DD(15:0).

b) The host shall generate an HSTROBE edge to latch the new word no sooner than tpys after changing the
state of DD(15:0). The host shall generate an HSTROBE edge no more frequently than tcyc for the
selected Ultra DMA mode. The host shall not generate two rising or faling HSTROBE edges more
frequently than t,c, for the selected Ultra DMA mode.

c) The host shall not change the state of DD(15:0) until at least tpyy after generating an HSTROBE edge to
latch the data.

d) The host shall repeat steps (a), (b), and (c) until the Ultra DMA burst is paused or terminated by the
device or host.

8.13.3 Pausing an Ultra DMA data-out burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.8.

8.13.3.1 Host pausing an Ultra DMA data-out burst

a) The host shall not pause an Ultra DMA burst until at least one data word of an Ultra DMA burst has been
transferred.

b) The host shall pause an Ultra DMA burst by not generating an HSTROBE edge. If the host is ready to
terminate the Ultra DMA burst (See 8.13.4.1).

c) The host shall resume an Ultra DMA burst by generating an HSTROBE edge.
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8.13.3.2 Device pausing an Ultra DMA data-out burst

a)

e)

The device shall not pause an Ultra DMA burst until at least one data word of an Ultra DMA burst has
been transferred.

The device shall pause an Ultra DMA burst by negating DDMARDY-.

The host shall stop generating HSTROBE edges within tres Of the device negating DDMARDY-.

When operating in Ultra DMA modes 2, 1, or 0 the device shall be prepared to receive zero, one or two
additional data words after negating DDMARDY-. While operating in Ultra DMA modes 6, 5, 4 or 3 the
device shall be prepared to receive zero, one, two or three additional data words after negating
DDMARDY-. The additional data words are a result of cable round trip delay and tres timing for the host.
The device shall resume an Ultra DMA burst by asserting DDMARDY-.

8.13.4 Terminating an Ultra DMA data-out burst

8.13.4.1 Host terminating an Ultra DMA data-out burst

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.9.

a)
b)

c)
d)
e)

f)
)

h)
)

)
1)

The host shall initiate termination of an Ultra DMA burst by not generating additional HSTROBE edges.
The host shall assert STOP no sooner than tss after the last generated an HSTROBE edge. The host
shall not negate STOP again until after the Ultra DMA burst is terminated.

The device shall negate DMARQ within t,, after the host asserts STOP. The device shall not assert
DMARQ again until after the Ultra DMA burst is terminated.

The device shall negate DDMARDY- within t,, after the host has negated STOP. The device shall not
assert DDMARDY- again until after the Ultra DMA burst termination is complete.

If HSTROBE is negated, the host shall assert HSTROBE within t,, after the device has negated DMARQ.
No data shall be transferred during this assertion. The device shall ignore this transition on HSTROBE.
HSTROBE shall remain asserted until the Ultra DMA burst is terminated.

The host shall place the result of the host CRC calculation on DD(15:0) (See 8.14).

The host shall negate DMACK- no sooner than ty,, after the host has asserted HSTROBE and STOP and
the device has negated DMARQ and DDMARDY-, and no sooner than tpys after placing the result of the
host CRC calculation on DD(15:0).

The device shall latch the host's CRC data from DD(15:0) on the negating edge of DMACK-.

The device shall compare the CRC data received from the host with the results of the device CRC
calculation. If a miscompare error occurs during one or more Ultra DMA bursts for any one command, at
the end of the command, the device shall report the first error that occurred (See 8.14).

The device shall release DDMARDY- within t,orpyz after the host has negated DMACK-.

The host shall neither negate STOP nor negate HSTROBE until at least tack after negating DMACK-.

The host shall not assert DIOW-, CS0-, CS1-, DA2, DA1, or DAO until at least tacx after negating
DMACK.

8.13.4.2 Device terminating an Ultra DMA data-out burst

Burst termination is completed when the termination protocol has been executed and DMACK- negated.

The device shall terminate an Ultra DMA burst before command completion.

The following steps shall occur in the order they are listed unless otherwise specified. Timing requirements
are shown in 9.2.4 and 9.2.4.10.

a)

b)
c)
d)

The device shall not initiate Ultra DMA burst termination until at least one data word of an Ultra DMA
burst has been transferred.

The device shall initiate Ultra DMA burst termination by negating DDMARDY-.

The host shall stop generating an HSTROBE edges within tges of the device negating DDMARDY-.

When operating in Ultra DMA modes 2, 1, or 0 the device shall be prepared to receive zero, one or two
additional data words after negating DDMARDY-. While operating in Ultra DMA modes 6, 5, 4 or 3 the
device shall be prepared to receive zero, one, two or three additional data words after negating
DDMARDY-. The additional data words are a result of cable round trip delay and trgs timing for the host.
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The device shall negate DMARQ no sooner than tgp after negating DDMARDY-. The device shall not
assert DMARQ again until after DMACK- is negated.

The host shall assert STOP within t, after the device has negated DMARQ. The host shall not negate
STOP again until after the Ultra DMA burst is terminated.

If HSTROBE is negated, the host shall assert HSTROBE within t,, after the device has negated DMARQ.
No data shall be transferred during this assertion. The device shall ignore this transition of HSTROBE.
HSTROBE shall remain asserted until the Ultra DMA burst is terminated.

The host shall place the result of the host CRC calculation on DD(15:0) (See 8.14).

The host shall negate DMACK- no sooner than ty,, after the host has asserted HSTROBE and STOP and
the device has negated DMARQ and DDMARDY-, and no sooner than tpys after placing the result of the
host CRC calculation on DD(15:0).

The device shall latch the host's CRC data from DD(15:0) on the negating edge of DMACK-.

The device shall compare the CRC data received from the host with the results of the device CRC
calculation. If a miscompare error occurs during one or more Ultra DMA bursts for any one command, at
the end of the command, the device shall report the first error that occurred (See 8.14).

The device shall release DDMARDY- within t,orpyz after the host has negated DMACK-.

The host shall neither negate STOP nor HSTROBE until at least tack after negating DMACK-.

The host shall not assert DIOW-, CS0-, CS1-, DA2, DA1, or DAO until at least tacx after negating
DMACK.

8.14 Ultra DMA CRC rules

The following is a list of rules for calculating CRC, determining if a CRC error has occurred during an Ultra
DMA burst, and reporting any error that occurs at the end of a command.

5)

6)

7

8)

9)

Both the host and the device shall have a 16-bit CRC calculation function.

Both the host and the device shall calculate a CRC value for each Ultra DMA burst.

The CRC function in the host and the device shall be initialized with a seed of 4ABAh at the beginning of
an Ultra DMA burst before any data is transferred.

For each STROBE transition used for data transfer, both the host and the device shall calculate a new
CRC value by applying the CRC polynomial to the current value of their individual CRC functions and the
word being transferred. CRC is not calculated for the return of STROBE to the asserted state after the
Ultra DMA burst termination request has been acknowledged.

At the end of any Ultra DMA burst the host shall send the results of the host CRC calculation function to
the device on DD(15:0) with the negation of DMACK-.

The device shall then compare the CRC data from the host with the calculated value in its own CRC
calculation function. If the two values do not match, the device shall save the error. A subsequent Ultra
DMA burst for the same command that does not have a CRC error shall not clear an error saved from a
previous Ultra DMA burst in the same command. If a miscompare error occurs during one or more Ultra
DMA bursts for any one command, the device shall report the first error that occurred. If the device
detects that a CRC error has occurred before data transfer for the command is complete, the device may
complete the transfer and report the error or abort the command and report the error.

For READ DMA, WRITE DMA, READ DMA QUEUED, or WRITE DMA QUEUED commands: When a
CRC error is detected, the error shall be reported by setting both ICRC and ABRT (bit 7 and bit 2 in the
Error register) to one. ICRC is defined as the Interface CRC Error bit. The host shall respond to this error
by re-issuing the command.

For a REQUEST SENSE PACKET command (See SPC NCITS 301:1997 for definition of the REQUEST
SENSE command): When a CRC error is detected during transmission of sense data the device shall
complete the command and set CHK to one. The device shall report a Sense key of 0Bh (ABORTED
COMMAND). The device shall preserve the original sense data that was being returned when the CRC
error occurred. The device shall not report any additional sense data specific to the CRC error. The host
device driver may retry the REQUEST SENSE command or may consider this an unrecoverable error
and retry the command that caused the Check Condition.

For any PACKET command except a REQUEST SENSE command: If a CRC error is detected, the
device shall complete the command with CHK set to one. The device shall report a Sense key of 04h
(HARDWARE ERROR). The sense data supplied via a subsequent REQUEST SENSE command shall
report an ASC/ASCQ value of 08h/03h (LOGICAL UNIT COMMUNICATION CRC ERROR). Host drivers
should retry the command that resulted in a HARDWARE ERROR.
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10) A host may send extra data words on the last Ultra DMA burst of a data out command. If a device
determines that all data has been transferred for a command, the device shall terminate the burst. A
device may have already received more data words that were required for the command. These extra
words are used by both the host and the device to calculate the CRC, but, on an Ultra DMA data-out
burst, the device shall discard the extra words.

11) The CRC generator polynomial is: G(X) = X16 + X12 + X5 + 1. Table 46 describes the equations for 16-
bit parallel generation of the resulting polynomial (based on a word boundary).

NOTE - Since no bit clock is available, the recommended approach for calculating CRC is to use a word
clock derived from the bus strobe. The combinational logic is then equivalent to shifting sixteen bits serially
through the generator polynomial where DDO is shifted in first and DD15 is shifted in last.

NOTE - If excessive CRC errors are encountered while operating in an Ultra mode, the host should select a
slower Ultra mode. Caution: CRC errors are detected and reported only while operating in an Ultra mode.

DD(15:0) CRCIN (15:0:) CRCOUT (15:0)
> EEEEEEE— [
Combina_ltional Edge

Logic Triggered

> Register
f1-f16 Device
Word
— Clock>

Figure 64 — Example Parallel CRC generator
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Table 46 — Equations for parallel generation of a CRC polynomial

CRCINO =16 CRCINS8 = f8 XOR f13

CRCIN1 =f15 CRCIN9 =7 XOR f12

CRCIN2 =14 CRCIN10 =6 XOR f11

CRCIN3 =f13 CRCIN11 =f5 XOR f10

CRCIN4 =12 CRCIN12 = f4 XOR f9 XOR f16

CRCIN5 =11 XOR f16 CRCIN13 = f3 XOR f8 XOR f15

CRCING6 = f10 XOR f15 CRCIN14 = f2 XOR f7 XOR f14

CRCIN7 =f9 XOR f14 CRCIN15 = f1 XOR f6 XOR f13
f1 = DD0 XOR CRCOUT15 f9 = DD8 XOR CRCOUT7 XOR f5
f2 =DD1 XOR CRCOUT14 f10 = DD9 XOR CRCOUT6 XOR f6
f3 =DD2 XOR CRCOUT13 f11 = DD10 XOR CRCOUT5 XOR f7
f4 = DD3 XOR CRCOUT12 f12 = DD11 XOR CRCOUT4 XOR f1 XOR 8
f5 = DD4 XOR CRCOUT11 XOR f1 f13 = DD12 XOR CRCOUT3 XOR 2 XOR f9
f6 = DD5 XOR CRCOUT10 XOR f2 f14 = DD13 XOR CRCOUT2 XOR 3 XOR f10
f7 = DD6 XOR CRCOUT9 XOR f3 f15 = DD14 XOR CRCOUT1 XOR f4 XOR f11
f8 = DD7 XOR CRCOUT8 XOR f4 f16 = DD15 XOR CRCOUTO XOR 5 XOR f12

NOTES -

1 f =feedback

2 DD = Data to or from the bus

3 CRCOUT = 16-bit edge triggered result (current CRC)

4 CRCOUT(15:0) are sent on matching order bits of DD(15:0)

5 CRCIN = Output of combinatorial logic (next CRC)
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9 Parallel interface timing

9.1 Deskewing

For PIO and Multiword DMA modes all timing values shall be measured at the connector of the selected
device. The host shall account for cable skew.

For Ultra DMA modes unless otherwise specified, timing parameters shall be measured at the connector of
the host or device to which the parameter applies.

9.2 Transfer timing

The minimum cycle time supported by the device in PIO mode 3, 4 and Multiword DMA mode 1, 2
respectively shall always be greater than or equal to the minimum cycle time defined by the associated mode
e.g., a device supporting PIO mode 4 timing shall not report a value less than 120 ns, the minimum cycle time
defined for PIO mode 4 timings.

See 3.2.9 for timing diagram conventions.

9.2.1 Register transfers

Figure 65 defines the relationships between the interface signals for register transfers. Peripherals reporting
support for PIO mode 3 or 4 shall power-up in a PIO mode 0, 1, or 2.

For PIO modes 3 and above, the minimum value of t; is specified by word 68 in the IDENTIFY DEVICE
parameter list. Table 47 defines the minimum value that shall be placed in word 68.

Both hosts and devices shall support IORDY when PIO mode 3 or 4 is the currently selected mode of
operation.
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| to -
ADDR valid
(See note 1)MX/ NXXXXK
- —><—tg—>l
-t b ——— ]
DIOR-/DIOW- \ /—
WRITE N
DD(7:0) 4 )
(See note 2)
;3 — t |-
READ
DD(7:0) < O
(See note 2)
— {5 B [ F
~— 1
IORDY
(See note 3,3-1) ty ——
IORDY
(See note 3,3-2) | |-
— tro
IORDY XXX X XXX X XXX
(See note 3,3-3) - ¢, tc |-

NOTES -
1 Device address consists of signals CS0-, CS1-, and DA(2:0)

2 Data consists of DD(7:0).
3 The negation of IORDY by the device is used to extend the register transfer cycle. The determination
of whether the cycle is to be extended is made by the host after t, from the assertion of DIOR- or
DIOW-. The assertion and negation of IORDY are described in the following three cases:
3-1 Device never negates IORDY, devices keeps IORDY released: no wait is generated.
3-2 Device negates IORDY before t,, but causes IORDY to be asserted before t,. IORDY is
released prior to negation and may be asserted for no more than 5 ns before release: no

wait generated.
3-3 Device negates IORDY before t,. IORDY is released prior to negation and may be
asserted for no more than 5 ns before release: wait generated. The cycle completes
after IORDY is reasserted. For cycles where a wait is generated and DIOR- is asserted,

the device shall place read data on DD(7:0) for tgp before asserting IORDY.

4 DMACK- shall remain negated during a register transfer.

Figure 65 — Register transfer to/from device
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Table 47 — Register transfer to/from device

Register transfer timing parameters Mode Mode Mode Mode Mode | Note
0 1 2 3 4
ns ns ns ns ns
to | Cycle time (min) 600 383 330 180 120 1,45
t; | Address valid to DIOR-/DIOW- (min) 70 50 30 30 25
setup
t, | DIOR-/DIOW- pulse width  8-bit (min) 290 290 290 80 70 1
t; | DIOR-/DIOW- recovery time (min) - - - 70 25 1
t; | DIOW- data setup (min) 60 45 30 30 20
t, | DIOW- data hold (min) 30 20 15 10 10
ts | DIOR- data setup (min) 50 35 20 20 20
ts | DIOR- data hold (min) 5 5 5 5 5
tsz | DIOR- data tristate (max) 30 30 30 30 30 2
ty | DIOR-/DIOW- to address valid (min) 20 15 10 10 10
hold
tro | Read Data Valid to IORDY active (min) 0 0 0 0 0
(if IORDY initially low after ta)
ta | IORDY Setup time 35 35 35 35 35 3
ts | IORDY Pulse Width (max) 1250 1250 1250 1250 1250
tc | IORDY assertion to release (max) 5 5 5 5 5
NOTES -

1t is the minimum total cycle time, t, is the minimum DIOR-/DIOW- assertion time, and t; is the minimum
DIOR-/DIOW- negation time. A host implementation shall lengthen t, and/or t,; to ensure that t; is equal to
or greater than the value reported in the devices IDENTIFY DEVICE data. A device implementation shall
support any legal host implementation.

2 This parameter specifies the time from the negation edge of DIOR- to the time that the data bus is released
by the device.

3 The delay from the activation of DIOR- or DIOW- until the state of IORDY is first sampled. If IORDY is
inactive then the host shall wait until IORDY is active before the register transfer cycle is completed. If
the device is not driving IORDY negated at the t, after the activation of DIOR- or DIOW-, then ts shall be
met and tgp is not applicable. If the device is driving IORDY negated at the time t, after the activation of
DIOR- or DIOW-, then tgp shall be met and ts is not applicable.

4 ATA/ATAPI standards prior to ATA/ATAPI-5 inadvertently specified an incorrect value for mode 2 time ty by
utilizing the 16-bit PIO value

5 Mode shall be selected no higher than the highest mode supported by the slowest device.

9.2.2 PIO data transfers

Figure 66 defines the relationships between the interface signals for PIO data transfers. Peripherals
reporting support for PIO mode 3 or 4 shall power-up in a PIO mode 0, 1, or 2.

For PIO modes 3 and above, the minimum value of t, is specified by word 68 in the IDENTIFY DEVICE
parameter list. Table 48 defines the minimum value that shall be placed in word 68.

IORDY shall be supported when PIO mode 3 or 4 are the current mode of operation.

NOTE — Some devices implementing the PACKET Command feature set prior to ATA/ATAPI-4 power-up in
P10 mode 3 and enable IORDY as the default.
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ADDR valid
XXXX/
-t tg »l

(See note 1)
—— {; — - to

DIOR-/DIOW-  \

WRITE
DD(15:0) C
DD(7:0)

; — 1

(See note 2)

READ
DD(7:0) C OO ——
(See note 2)
~— {5 — [ F
- 1,

IORDY
(See note 3,3-1) «— {, >
IORDY
(See note 3,3-2) |t |-
— {zp
IORDY XXX XXXXXXXX
(See note 3,3-3) - te |-

NOTES -
1 Device address consists of signals CS0-, CS1-, and DA(2:0)

2 Data consists of DD(7:0).
3 The negation of IORDY by the device is used to extend the register transfer cycle. The determination
of whether the cycle is to be extended is made by the host after t, from the assertion of DIOR- or
DIOW-. The assertion and negation of IORDY are described in the following three cases:
3-1 Device never negates IORDY, devices keeps IORDY released: no wait is generated.
3-2 Device negates IORDY before ta, but causes IORDY to be asserted before t,. IORDY is
released prior to negation and may be asserted for no more than 5 ns before release: no

wait generated.
3-3 Device negates IORDY before t,. IORDY is released prior to negation and may be
asserted for no more than 5 ns before release: wait generated. The cycle completes
after IORDY is reasserted. For cycles where a wait is generated and DIOR- is asserted,

the device shall place read data on DD(7:0) for tgp before asserting IORDY.

4 DMACK- shall remain negated during a register transfer.

Figure 66 — PIO data transfer to/from device
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Table 48 — PIO data transfer to/from device

PIO timing parameters Mode Mode Mode Mode Mode | Note
0 1 2 3 4
ns ns ns ns ns
to | Cycle time (min) 600 383 240 180 120 14
t; | Address valid to DIOR-/DIOW- (min) 70 50 30 30 25
setup
t, | DIOR-/DIOW- (min) 165 125 100 80 70 1
t; | DIOR-/DIOW- recovery time (min) - - - 70 25 1
t; | DIOW- data setup (min) 60 45 30 30 20
t, | DIOW- data hold (min) 30 20 15 10 10
ts | DIOR- data setup (min) 50 35 20 20 20
ts | DIOR- data hold (min) 5 5 5 5 5
tsz | DIOR- data tristate (max) 30 30 30 30 30 2
ty | DIOR-/DIOW- to address valid (min) 20 15 10 10 10
hold
tro | Read Data Valid to IORDY active (min) 0 0 0 0 0
(if IORDY initially low after ta)
ta | IORDY Setup time 35 35 35 35 35 3
ts | IORDY Pulse Width (max) 1250 1250 1250 1250 1250
tc | IORDY assertion to release (max) 5 5 5 5 5
NOTES -

1t is the minimum total cycle time, t, is the minimum DIOR-/DIOW- assertion time, and t,; is the minimum
DIOR-/DIOW- negation time. A host implementation shall lengthen t, and/or t,; to ensure that t; is equal to
or greater than the value reported in the devices IDENTIFY DEVICE data. A device implementation shall
support any legal host implementation.

2 This parameter specifies the time from the negation edge of DIOR- to the time that the data bus is released
by the device.

3 The delay from the activation of DIOR- or DIOW- until the state of IORDY is first sampled. If IORDY is
inactive then the host shall wait until IORDY is active before the PIO cycle is completed. If the device is
not driving IORDY negated at the t, after the activation of DIOR- or DIOW-, then t5 shall be met and tgp is
not applicable. If the device is driving IORDY negated at the time t, after the activation of DIOR- or
DIOW-, then trp shall be met and ts is not applicable.

4 Mode may be selected at the highest mode for the device if CS(1:0) and DA(2:0) do not change between
read or write cycles or selected at the highest mode supported by the slowest device if CS(1:0) or DA(2:0)
do change between read or write cycles.
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9.2.3 Multiword DMA data transfer
Figure 67 through Figure 70 define the timing associated with Multiword DMA transfers.

For Multiword DMA modes 1 and above, the minimum value of t, is specified by word 65 in the IDENTIFY
DEVICE parameter list. Table 49 defines the minimum value that shall be placed in word 65.

Devices shall power-up with mode 0 as the default Multiword DMA mode.

Table 49 — Multiword DMA data transfer

Multiword DMA timing parameters Mode O Mode 1 Mode 2 Note

ns ns ns

to Cycle time (min) 480 150 120 see note

to DIOR-/DIOW- asserted pulse width (min) 215 80 70 see note
te DIOR- data access (max) 150 60 50
te DIOR- data hold (min) 5 5 5
ts DIOR-/DIOW- data setup (min) 100 30 20
ty DIOW- data hold (min) 20 15 10
t DMACK to DIOR-/DIOW- setup (min) 0 0 0
t; DIOR-/DIOW- to DMACK hold (min) 20 5 5

tkr | DIOR- negated pulse width (min) 50 50 25 see note

tkw | DIOW- negated pulse width (min) 215 50 25 see note
t.r | DIOR-to DMARQ delay (max) 120 40 35
ttw | DIOW- to DMARQ delay (max) 40 40 35
tw | CS(1:0) valid to DIOR-/DIOW- (min) 50 30 25
tn CS(1:0) hold (min) 15 10 10
t; DMACK- to read data released (max) 20 25 25

NOTE - t, is the minimum total cycle time, tp is the minimum DIOR-/DIOW- assertion time, and tk (txr OF tkw,
as appropriate) is the minimum DIOR-/DIOW- negation time. A host shall lengthen ty and/or tx to ensure
that t, is equal to the value reported in the devices IDENTIFY DEVICE data.

9.2.3.1 Initiating a Multiword DMA data burst

The values for the timings for each of the Multiword DMA modes are contained in Table 49.
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CS0-/CS1- XX XX

-ty |-

See note —=| |-

DMARQ
See note |———
DMACK-
Tt |e— tp —
DIOR-/DIOW- T\
—H tE |——g—
o R —— X XXXX
DD(15:0)
<—tG—> tr [-—-—
Write. — OOXCXKXXXX XXX
DD(15:0) o, |~

NOTE - The host shall not assert DMACK- or negate both CS0 and CS1 until the assertion of
DMARQ is detected. The maximum time from the assertion of DMARQ to the assertion of
DMACK:- or the negation of both CS0 and CSL1 is not defined.

Figure 67 — Initiating a Multiword DMA data burst
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9.2.3.2 Sustaining a Multiword DMA data burst

The values for the timings for each of the Multiword DMA modes are contained in Table 49.

CS0-/CSs1-
o to -
DMARQ
DMACK-
t, ——r-— t,
DIOR-/DIOW- -
tE ——— tE -
Read XXXXXXXX XXX XXX XXX XX XXX
DD(15:0)
- tG_> tF | -— - tG — t|: -—
Write. XX XXX XXX XX XXX XXX XXX
DD(15:0) -t > 1, | - g —T ty -

Figure 68 - Sustaining a Multiword DMA data burst
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9.2.3.3 Device terminating a Multiword DMA data burst

The values for the timings for each of the Multiword DMA modes are contained in Table 49.

CS0-1CS1- XXXXXXXX

—| tN - —
-——— to —
DMARQ
(See note) 1t
DMACK-
Kl P _a| b e
DIOR-/DIOW- / A -
— |- - 17
Read XX XXX XX XX XXX XXX X XXX X/
DD(15:0)
o
Write
DD(15:0) XXX XXOXOXXXXKX XXXX
~- (P th —

NOTE - To terminate the data burst, the Device shall negate DMARQ within t_ of the assertion of the
current DIOR- or DIOW- pulse. The last data word for the burst shall then be transferred by the
negation of the current DIOR- or DIOW- pulse. If all data for the command has not been
transferred, the device shall reassert DMARQ again at any later time to resume the DMA operation
as shown in figure 66.

Figure 69 — Device terminating a Multiword DMA data burst
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9.2.3.4 Host terminating a Multiword DMA data burst

The values for the timings for each of the Multiword DMA modes are contained in Table 49.

CS0-/CS1- JXXXXXXXX
- Iy |<7
-t to 1
DMARQ \XXXX
(See note 2)
DMACK- N
(See note 1) . &« b —® t;, [
DIOR-DIOW- _ /=~ \ N
e |- - {7
Read XX XXX XX XX XXX XXX XXX XXX
DD(15:0)

-t (| [ |-

write XXX XX XXX XXXX XXXXXXXX
DD(15:0)

-l |-

NOTE -

1 To terminate the transmission of a data burst, the host shall negate DMACK- within t; after a DIOR-
or DIOW- pulse. No further DIOR- or DIOW- pulses shall be asserted for this burst.

2 If the device is able to continue the transfer of data, the device may leave DMARQ asserted and wait
for the host to reassert DMACK- or may negate DMARQ at any time after detecting that DMACK-
has been negated.

Figure 70 — Host terminating a Multiword DMA data burst
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9.2.4 Ultra DMA data transfer

Figure 71 through Figure 80 define the timings associated with all phases of Ultra DMA bursts.

Table 50 contains the values for the timings for each of the Ultra DMA modes. Table 51 contains descriptions
and comments for each of the timing values in
Table 50. Table 52 contains timings specified for the IC alone.

All timings are worst case across functional voltage, process, temperature, and system configuration
variances.

Table 50 — Ultra DMA data burst timing requirements

Name Mode 0 Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 | Mode 6 Measurement
(in ns) (in ns) (in ns) (in ns) (in ns) (inns) |(inns) location
Min | Max | Min | Max | Min | Max | Min | Max | Min | Max | Min | Max | Min | Max
toeverve | 240 160 120 90 60 40 30 Sender
teve 112 73 54 39 25 16.8 13.0 Note 3
toeve 230 153 115 86 57 38 29 Sender
tos 15.0 10.0 7.0 7.0 5.0 4.0 2.6 Recipient
ton 5.0 5.0 5.0 5.0 5.0 4.6 35 Recipient
tovs 70.0 48.0 31.0 20.0 6.7 4.8 4.0 Sender
tovn 6.2 6.2 6.2 6.2 6.2 4.8 4.0 Sender
tcs 15.0 10.0 7.0 7.0 5.0 5.0 5.0 Device
ton 5.0 5.0 5.0 5.0 5.0 5.0 5.0 Device
tevs 70.0 48.0 31.0 20.0 6.7 10.0 10.0 Host
tevn 6.2 6.2 6.2 6.2 6.2 10.0 10.0 Host
tres 0 0 0 0 0 35 25 Device
tozes 70.0 48.0 31.0 20.0 6.7 25 17.5 Sender
tes 230 200 170 130 120 90 80 Device
t 0 150 0 150 0 150 0 100 0 100 0 75 0 60 Note 4
tyL 20 20 20 20 20 20 20 Host
ty) 0 0 0 0 0 0 0 Host
taz 10 10 10 10 10 10 10 Note 5
toan 20 20 20 20 20 20 20 Host
tza0 0 0 0 0 0 0 0 Device
teny 20 70 20 70 20 70 20 55 20 55 20 50 20 50 Host
trrs 75 70 60 60 60 50 50 Sender
trp 160 125 100 100 100 85 85 Recipient
tiorDYZ 20 20 20 20 20 20 20 Device
tz10rRDY 0 0 0 0 0 0 0 Device
tack 20 20 20 20 20 20 20 Host
tss 50 50 50 50 50 50 50 Sender
NOTES —

1 All timing measurement switching points (low to high and high to low) shall be taken at 1.5 V.

2 All signal transitions for a timing parameter shall be measured at the connector specified in the
measurement location column. For example, in the case of tgrs, both STROBE and DMARDY-
transitions are measured at the sender connector.

3 The parameter tcyc shall be measured at the recipient’s connector farthest from the sender.

4 The parameter t;, shall be measured at the connector of the sender or recipient that is responding to an
incoming transition from the recipient or sender respectively. Both the incoming signal and the outgoing
response shall be measured at the same connector.

5 The parameter t,; shall be measured at the connector of the sender or recipient that is driving the bus but
must release the bus the allow for a bus turnaround.
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Table 51 — Ultra DMA data burst timing descriptions

Name | Comment

toevery | Typical sustained average two cycle time
P

teve Cycle time allowing for asymmetry and clock variations (from STROBE edge to STROBE edge)

toeve | Two cycle time allowing for clock variations (from rising edge to next rising edge or from falling
edge to next falling edge of STROBE)

tps Data setup time at recipient (from data valid until STROBE edge) (See note 2,5)

toH Data hold time at recipient (from STROBE edge until data may become invalid) (See note 2,5)

tovs Data valid setup time at sender (from data valid until STROBE edge) (See note 3)

tovh Data valid hold time at sender (from STROBE edge until data may become invalid) (See note
3)

tes CRC word setup time at device (See note 2)

ten CRC word hold time device (See note 2)

tevs CRC word valid setup time at host (from CRC valid until DMACK- negation) (See note 3)

tevn CRC word valid hold time at sender (from DMACK- negation until CRC may become invalid)
(See note 3)

tzEs Time from STROBE output released-to-driving until the first transition of critical timing.

tozes | Time from data output released-to-driving until the first transition of critical timing.

tes First STROBE time (for device to first negate DSTROBE from STOP during a data in burst)

t Limited interlock time (See note 1)

tvul Interlock time with minimum (See note 1)

tu; Unlimited interlock time (See note 1)

taz Maximum time allowed for output drivers to release (from asserted or negated)

tzan Minimum delay time required for output

tzap drivers to assert or negate (from released)

teny Envelope time (from DMACK- to STOP and HDMARDY- during data in burst initiation and from
DMACK to STOP during data out burst initiation)

tres Ready-to-final-STROBE time (no STROBE edges shall be sent this long after negation of
DMARDY-)

trp Ready-to-pause time (that recipient shall wait to pause after negating DMARDY-)

tiorpyz | Maximum time before releasing IORDY

tzioroy | Minimum time before driving IORDY (See note 4)

tack Setup and hold times for DMACK- (before assertion or negation)

tss Time from STROBE edge to negation of DMARQ or assertion of STOP (when sender
terminates a burst)

NOTES -

1 The parameters ty,, ty, (in Figure 74 and Figure 75), and t,, indicate sender-to-recipient or recipient-
to-sender interlocks, i.e., one agent (either sender or recipient) is waiting for the other agent to
respond with a signal before proceeding. ty, is an unlimited interlock that has no maximum time
value. ty, is a limited time-out that has a defined minimum. t; is a limited time-out that has a
defined maximum.

2 80-conductor cabling (See 4.3) shall be required in order to meet setup (tps, tcs) and hold (tpy, tcH)
times in modes greater than 2.

3 Timing for tpys, tovh, tevs and teyy shall be met for lumped capacitive loads of 15 and 40 pf at the
connector where the Data and STROBE signals have the same capacitive load value. Due to
reflections on the cable, these timing measurements are not valid in a normally functioning system.

4 For all modes the parameter tzorpy may be greater than tgyy due to the fact that the host has a pull-
up on IORDY- giving it a known state when released.

5 The parameters tps, and tpy for mode 5 are defined for a recipient at the end of the cable only in a
configuration with a single device located at the end of the cable. This could result in the minimum
values for tps and tpy for mode 5 at the middle connector being 3.0 and 3.9 ns respectively.
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Table 52 — Ultra DMA sender and recipient IC timing requirements

Name | Mode O Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6
(in ns) (in ns) (in ns) (in ns) (in ns) (in ns) (in ns)

Min [ Max | Min | Max | Min | Max | Min [ Max | Min | Max | Min | Max | Min | Max

tosic 14.7 9.7 6.8 6.8 4.8 2.3 2.3

toHic 4.8 4.8 4.8 4.8 4.8 2.8 2.8

tovsic | 72.9 50.9 33.9 22.6 9.5 6.0 5.2

tovaic | 9.0 9.0 9.0 9.0 9.0 6.0 5.2
Comment

tosic Recipient IC data setup time (from data valid until STROBE edge) (See note 2)

tonc | Recipient IC data hold time (from STROBE edge until data may become invalid) (See
note 2)

tovsic | Sender IC data valid setup time (from data valid until STROBE edge) (See note 3)

toviic | Sender IC data valid hold time (from STROBE edge until data may become invalid)
(See note 3)

NOTES -

1 All timing measurement switching points(low to high and high to low) shall be taken at 1.5 V.

2 The correct data value shall be captured by the recipient given input data with a slew rate of
0.4 VIns rising and falling and the input STROBE with a slew rate of 0.4 V/ns rising and
falling at tps;c and tpyc timing (as measured through 1.5 V).

2 The parameters tpysic and tpyic shall be met for lumped capacitive loads of 15 and 40 pf at
the IC where all signals have the same capacitive load value. Noise that may couple onto
the output signals from external sources has not been included in these values.
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9.2.4.1 Initiating an Ultra DMA data-in burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ
(device) /‘
tu| —>
DMACK- 4
(host) /1
— s ———
tack [¢—>e tenv >
<« tzap
STOP 7 ~
(host) XXXXD N
t «— —»1 tes >
(host) _
[P tZAD
tziorDy [«—>le tzrs >
DSTROBE —~
(device) o ——
1z |« > tovs |« > oy
DD(15:0) XXXX XKXXX
tack |[¢—>
DAO, DAL, DA2,
CSo0-, CS1- YXXY>\
NOTES -
1 See 9.13.1 Initiating an Ultra DMA data-in burst.
2 The definitions for the DIOW-:STOP, DIOR-:HDMARDY-:HSTROBE, and
IORDY:DDMARDY-:DSTROBE signal lines are not in effect until DMARQ and DMACK
are asserted.

Figure 71 — Initiating an Ultra DMA data-in burst
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9.2.4.2 Sustained Ultra DMA data-in burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DSTROBE
at device

tovs
ritovsn:

i ’4— fovsic

< toeve >
< tocve 4’|ﬁ
vk tovH Tovh
foung toug fovs _y owig
«—> i< ple— >

DD(15:0)

XXX

at device

DSTROBE
at host

toH
toHic

tos
tosic

toH
tomic

tos
tosic

toH
toHic

DD(15:0)
at host

KXXXAXX

KXXAXXXX

XXX X XXX

NOTES -

1 See 9.13.2 The data in transfer.

2 DD(15:0) and DSTROBE signals are shown at both the host and the device to emphasize that
cable settling time as well as cable propagation delay shall not allow the data signals to be
considered stable at the host until some time after they are driven by the device.
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9.2.4.3 Host pausing an Ultra DMA data-in burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ
(device)

DMACK-
(host)

»|

tRp >

A

STOP
(host)

HDMARDY-
(host) NG

A
—
py)
m
(%2
A 4

DSTROBE

(device) X >< it
DD(15:0)
(device) XX XX XX XX DOXXXXXXK

NOTES -

1 See 9.13.3.2 Host pausing an Ultra DMA data in burst.

2 The host may assert STOP to request termination of the Ultra DMA burst no sooner than
t., after HDMARDY- is negated.

3 After negating HDMARDY -, the host may receive zero, one, two, or three more data words
from the device.

Figure 73 — Host pausing an Ultra DMA data-in burst
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9.2.4.4 Device terminating an Ultra DMA data-in burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ

(device) N

DMACK- \
(host) ™

— t; —dle—— 1t —» < lack ¥

STOP / <
(host) / XXX
«— t, —» «— tack —P

HDMARDY- XX
(host)

tss —» tiorDvzZ
bSTROBE—A| —m—m—F—————— — — — .

(device)
< > taz tovs |[¢e—>le—> tcyn
DD(15:0) CRC oo
«— Tack
DAO, DA1, DA2, _T
CSO0-, CS1- Z
NOTES —

1 See 9.13.4.1 Device terminating an Ultra DMA data in burst.
2 The definitions for the STOP, HDMARDY, and DSTROBE signal lines are no longer in effect
after DMARQ and DMACK are negated.

Figure 74 — Device terminating an Ultra DMA data-in burst
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9.2.4.5 Host terminating an Ultra DMA data-in burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ —
(device) N
DMACK- N
(host) <« tzan —» N—
l—— trp —> bz «—> —— tack —>

STOP <
(host) XX
—— tACK —p

HDMARDY- —|
(host) N XX

[ tRFS < tMLI —>
b tiorDvz
DSTROBE - . _L ________________
(device) AN /!
tevs |« <> {cvn
DD(15:0) _ X X X " CRC
— tACK —>

DAO, DA1, DA2,

CSO0-, CS1- / W—

NOTES -

1 See 9.13.4.2 Host pausing an Ultra DMA data in burst.

2 The definitions for the STOP, HDMARDY, and DSTROBE signal lines are no longer in effect
after DMARQ and DMACK are negated.

Figure 75 — Host terminating an Ultra DMA data-in burst
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9.2.4.6 Initiating an Ultra DMA data-out burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ

(device) 41‘7 .

DMACK-
(host)

«— {gny P

y
A 4

tack

STOP
(host) M

«— t, — >l ty >

y
A 4

tZIORDY

DDMARDY-
(device) ~ cmmmmmmmmmmmmoooe- L

HSTROBE
(host)

—— {pzrs —»

tDVH

A 4

—— tDVS » <

DD(15:0) <=5z
(host) 7

tack >

CS0-, CS1- AN

NOTES -

1 See 9.14.1 Initiating an Ultra DMA data out burst.

2 The definitions for the STOP, DDMARDY, and HSTROBE signal lines are not in effect
until DMARQ and DMACK are asserted.

Figure 76 — Initiating an Ultra DMA data-out burst
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The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

< tocve >
< toeve
HSTROBE
at host
tovH tovH tovh
tovHic tovs | tovric tovs tovHic
D tovsic tovsic ™ T
DD(15:0) A A
at host XXX XXX XXX
HSTROBE
at device /
ton tos ton tos ton
toHic tosic toHic tosic toHic
atdovcs XK IXRKKHKXHXXHXXKXXX
at device
NOTES -
1 See 9.14.2 The data out transfer.
2 DD(15:0) and HSTROBE signals are shown at both the device and the host to emphasize that
cable settling time as well as cable propagation delay shall not allow the data signals to be
considered stable at the device until some time after they are driven by the host.

Figure 77 — Sustained Ultra DMA data-out burst
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9.2.4.8 Device pausing an Ultra DMA data-out burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

trp

DMARQ
(device)

DMACK-
(host)

STOP
(host)

DDMARDY-
(device) N

—— tRFS —P
HSTROBE

(host) X X <

DD(15:0)

(host) XX XX XX XX XXX X XXX

NOTES -

1 See 9.14.3.2 Device pausing an Ultra DMA data out burst.

2 The device may negate DMARQ to request termination of the Ultra DMA burst no sooner
than tgp after DDMARDY- is negated.

3 After negating DDMARDY-, the device may receive zero, one, two, or three more data
words from the host.

Figure 78 — Device pausing an Ultra DMA data-out burst
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9.2.4.9 Host terminating an Ultra DMA data-out burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

— t|_| —p
DMARQ —
(device)

«— tyy —¥

DMACK- —\

(host)
P tSS N —— t|_| —> [ tACK ‘P‘
STOP L/
(host) —— XXX X

— 1 tiorDYz
DDMARDY-
(device)

«— fack ‘P‘
HSTROB

(host) \M

tevs [¢—>e fovn
(host) CRC -
L— tack
DAO, DAL, DA2,
CSO0-, CS1-
NOTES -

1 See 9.14.4.1 Host terminating an Ultra DMA data out burst.
2 The definitions for the STOP, DDMARDY, and HSTROBE signal lines are no longer in
effect after DMARQ and DMACK are negated.

Figure 79 — Host terminating an Ultra DMA data-out burst
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9.2.4.10 Device terminating an Ultra DMA data-out burst

The values for the timings for each of the Ultra DMA modes are contained in 9.2.4.

DMARQ
(device)

DMACK-
(host)

<« 1 ty —————»¢— fack A’I
STOP 2g

(host)

DDMARDY- —
(device) @ |4—r-r-riinidko — o ———

— trps —¥

trp 4" tiorpYz

« t Pe——— 1y ————P¢— {ack 4"

HSTROBE -
(host) Pa KX

tevs

DD(15:0)
(host) XX XX XXX AKX AKX _CRS

A

—
(9]
<
I

A

DAO, DAL, DA2,
CSO0-, CS1-

NOTES -

1 See 9.14.4.2 Device pausing an Ultra DMA data out burst.

2 The definitions for the STOP, DDMARDY, and HSTROBE signal lines are no longer in
effect after DMARQ and DMACK are negated.

Figure 80 — Device terminating an Ultra DMA data-out burst

ANNEX A. DEVICE DETERMINATION OF CABLE TYPE (INFORMATIVE)

A.1 Overview

This standard requires that, for systems using a cable assembly, an 80-conductor cable assembly shall be
installed before a system may operate with Ultra DMA modes greater than 2. However, some hosts have not
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implemented circuitry to determine the installed cable type by detecting whether PDIAG-:CBLID- is connected
to ground as mandated by this standard. The following describes an alternate method for using IDENTIFY
DEVICE or IDENTIFY PACKET DEVICE data from the device to determine the cable type. It is not
recommended that a host use the method described in this annex.

If a host uses IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data from the device to determine the
cable type, then a 0.047 uf capacitor shall be installed from CBLID- to ground at the host connector. The
tolerance on this capacitor is +/- 20% or less. After receiving an IDENTIFY DEVICE or IDENTIFY PACKET
DEVICE command the device detects the presence or absence of the capacitor by asserting PDIAG-:CBLID-
to discharge the capacitor, releasing PDIAG-, and sampling PDIAG-:CBLID- before the installed capacitor
could recharge through the 10 kQ pull-up resistor(s) on PDIAG-:CBLID- at the device(s).

If the host system has a capacitor on PDIAG-:CBLID- and a 40-conductor cable is installed, the rise time of
the signal will be slow enough that the device will sample PDIAG-:CBLID- while the signal is still below V).
Otherwise, if PDIAG-:CBLID- is not connected from the host connector to the devices in an 80-conductor
cable assembly, the device will detect that the signal is pulled above Vi, through the resistor(s) on the
device(s). The capacitor test results will then be reported to the host in the IDENTIFY DEVICE or IDENTIFY
PACKET DEVICE data. The host will use the data to determine the maximum transfer rate of which the
system is capable and use this information when setting the transfer rate using the SET FEATURES
command.
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A.2

Sequence for device detection of installed capacitor

The following is the sequence for a host using IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data from
the device to determine the cable type:

a)

e)

f)
)

the host issues an IDENTIFY DEVICE or IDENTIFY PACKET DEVICE command (according to
device type) first to Device 1 and then to Device 0 after every power-on or hardware reset sequence
(the command is issued to Device 1 first to ensure that Device 1 releases PDIAG-:CBLID- before
Device 0 is selected. Device 0 will be unable to distinguish a discharged capacitor if Device 1 is
driving the line to its electrically low state. Issuing the command to Device 1 forces it to release
PDIAG-:CBLID-);

the selected device asserts PDIAG-:CBLID- for at least 30 ps after receipt of the IDENTIFY DEVICE
or IDENTIFY PACKET DEVICE command but before transferring data for the command;

the device releases PDIAG-:CBLID- and samples it between two and thirteen us after release;

if the device detects that PDIAG-:CBLID- is below V,., then the device returns a value of zero in bit
13 of word 93 in its IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data (if the host system has a
capacitor on that signal and a 40-conductor cable is installed, the rise time of the signal will be slow
enough that it will be sampled by the device while it is still below V,.);

if the device detects that the signal is above V4, then the device returns a value of one in bit 13 of
word 93 in its IDENTIFY DEVICE or IDENTIFY PACKET DEVICE data. This signal is not connected
between the host and the devices in an 80-conductor cable assembly, thus, the sampling device will
see this signal pulled above V, through the 10 kQ resistor(s) installed on the device(s);

the host then uses its knowledge of its own capabilities and the content of word 88 and word 93 to
determine the Ultra DMA modes of which the system is capable;

the host then uses the SET FEATURES command to set the transfer mode.

Host
connector Device 0 Device 1
Host PCB / connector connector
PDIAG-:CBLID- yd yd
conductor

I

A A
g g
AN

Device 0 Device 1
PCB PCB

Figure 81 - Example configuration of a system where the device detects a 40-conductor cable
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Table 53 - Device detection of installed capacitor

Cable assembly Device 1 Value reported in|Device-determined | Determination
type releases PDIAG-|ID data by device cable type correct?
40-conductor Yes 0 40-conductor Yes
80-conductor Yes 1 80-conductor Yes
40-conductor No 0 40-conductor Yes
80-conductor No 0 40-conductor No (See note)
NOTE - Ultra DMA modes greater than 2 will not be set even though the system supports
them.

Table 54 - Results of device based cable detection if the host does not have the capacitor installed

Cable assembly Device 1 Value reported in|Device-determined | Determination
type releases PDIAG-|ID data by device cable type correct?

40-conductor Yes 1 80-conductor No (See note 1)
80-conductor Yes 1 80-conductor Yes
40-conductor No 0 40-conductor Yes
80-conductor No 0 40-conductor No (See note 2)

NOTES -

1 Ultra DMA modes greater than 2 may be set incorrectly resulting in ICRC errors.

2 Ultra DMA modes greater than 2 will not be set even though the system supports them.

A.3 Using the combination of methods for detecting cable type

Determining the cable assembly type may be done either by the host sensing the condition of the PDIAG-
:CBLID- signal, by relying on information from the device, or a combination of both methods. Table 55
describes the results of using both host and device cable detection methods.

Table 55 - Results of using both host and device cable detection methods

Cable assembly Device 1 Electrical state of |Value reported in|Determined| Determination
type Releases PDIAG-| CBLID- at host [ID data by device| cable type correct?
40-conductor Yes 1 0 40 Yes
80-conductor Yes 0 1 80 Yes
40-conductor No 0 0 40 Yes (See note)
80-conductor No 0 0 40 No (See note)

NOTE - The 0,0 result is independent of cable type and indicates that Device 1 is incorrectly asserting
PDIAG-. When the host determines this result, it shall not operate with Ultra DMA modes greater than
2 and it may respond in several ways:
1 report that Device 1 is incompatible with Ultra DMA modes higher than 2 and should be used on
a different port in order to use those modes on the port being detected;
2 report that Device 1 is not allowing the cable type to be properly detected,;
3 do not notify the user of any problem but detect the cable as a 40-conductor.

The Table 56 below illustrates intermediate results for all combinations of cable, device, and host, for hosts
that support Ultra DMA modes greater than 2.
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Table 56 - Results for all combinations of device and host cable detection methods

Design options Intermediate actions and results Results
80-con- | Device Host Host uses Host Device | Capa- | ID word Host Host
ductor |[supports| senses ID data, | capacitor [tests for| citor 93 Bit checks | may set

cable UDMA | PDIAG-: |capacitor [connected| capa- | detec- 13 ID word UDMA

installed |modes >2| CBLID- | installed | to device | citor ted value 93 bit 13 mode
>2
No No Yes No No No No 0 No No
No Yes Yes No No Yes No 1 No No
Yes No Yes No No No No 0 No No
Yes Yes Yes No No Yes No 1 No Yes
No No No Yes Yes No No 0 Yes No
No Yes No Yes Yes Yes Yes 0 Yes No
Yes No No Yes No No No 0 Yes No
Yes Yes No Yes No Yes No 1 Yes Yes
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ANNEX B. SIGNAL INTEGRITY AND UDMA IMPLEMENTATION GUIDE
(INFORMATIVE)

B.1 Introduction

This annex is intended as an aid to the implementation of Ultra DMA in host systems, ATA controllers, and
peripherals. Clarification of some aspects of the protocol and details not specifically stated in the normative
sections of the standard have been included for the benefit of component, PCB, and device driver engineers.
This annex is not intended to be comprehensive but rather informative on subjects that have caused design
qguestions. Included are warnings about proper interpretation of protocol where interpretation errors seem
possible. The information provided is relevant to implementation of all Ultra DMA modes 0 through 6, as well
as earlier protocols.

This annex uses the term data-out to indicate a transfer from the host to a device and data-in to indicate a
transfer from the device to the host.

The ATA bus is a storage interface originally designed for the ISA Bus of the IBM PC/AT™. With the advent
of faster host systems and devices, the definition of the bus has been expanded to include new operating
modes. Each of the PIO modes, numbered zero through four, is faster than the one before (higher numbers
translate to faster transfer rates). PIO modes 0, 1, and 2 correspond to transfer rates for the interface as was
originally defined with maximum transfer rates of 3.3, 5.2, and 8.3 megabytes per second (MB/s),
respectively. PIO mode 3 defines a maximum transfer rate of 11.1 MB/s, and PIO mode 4 defines a
maximum rate of 16.7 MB/s. Additionally, Multiword DMA and Ultra DMA modes have been defined.
Multiword DMA mode 0, 1, and 2 have maximum transfer rates of 4.2, 13.3, and 16.7 MB/s, respectively.
Ultra DMA modes 0, 1, 2, 3, 4, and 5 have maximum transfer rates of 16.7, 25, 33.3, 44.4, 66.7, 100 and 133
MB/s, respectively.

Ultra DMA features such as increased frequencies, double-edge clocking, and non-interlocked signaling
require improved signal integrity on the bus relative to that required by PIO and Multiword DMA modes. For
Ultra DMA modes 0, 1, and 2 this is achieved by the use of partial series termination and controlled slew
rates. For modes 3 and above an 80-conductor cable assembly is required in addition to partial series
termination and controlled slew rates. This cable assembly has ground lines between all signal lines on the
bus in order to control impedance and reduce crosstalk, eliminating many of the signal integrity problems
inherent to the 40-conductor cable assembly. However, many of the design considerations and
measurement techniques required for the 80-conductor cable assembly are different from those used for the
40-conductor assembly. Hosts and devices capable of Ultra DMA modes greater than 2 should be designed
to meet all requirements for operation with both cable types. Unless otherwise stated, 40- and 80-conductor
cables are assumed to be 18 inches long, the maximum allowed by this standard. Timing and signal integrity
issues as discussed apply to this length cable.

B.2 Theissues
The following describe the issues and design challenges while providing suggestions for implementation with
respect to timing, crosstalk, ground bounce, and ringing.

B.2.1 Timing

Two of the features Ultra DMA introduced to the bus are double-edge clocking and non-interlocked (also
known as source-synchronous) signaling. Double-edge clocking allows a word of data to be transferred on
each edge of STROBE (this is HSTROBE for an Ultra DMA data-out transfer and DSTROBE for a data-in
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transfer), resulting in doubling the data rate without increasing the fundamental frequency of signaling on the
bus. Non-interlocked signaling means that DATA and STROBE are both generated by the sender during a
data transfer. In addition to signal integrity issues such as clocking the same data twice due to ringing on the
STROBE signal and delay-limited interlock timings on the bus, non-interlocked signaling makes settling time
and skew between different signals on the bus critical for proper Ultra DMA operation.

B.2.1.1 Cabling

The 80-conductor cable assembly adds 40 ground lines to the cable between the 40 signal lines defined for
the 40-conductor cable assembly. These added ground lines are connected inside each connector on the
cable assembly to the seven ground pins defined for the 40-conductor cable assembly. These additional
ground lines allow the return current for each signal line to follow a closer path to the outgoing current than
was allowed by the grounding scheme in the 40-conductor cable assembly. This results in a lower
impedance and greatly reduced crosstalk for signals on the data bus. The controlled impedance and reduced
crosstalk of the 80-conductor cable assembly results in much improved behavior of electrical signals on the
bus and reduces the data settling time to effectively zero regardless of switching conditions. Thus, the signal
at the recipient is monotonic, such that the first crossing of the input threshold is considered final. Reducing
the time allowed for data settling time (DST) from greater than 25 ns in Ultra DMA mode 2, to 0 ns with the
80-conductor cable assembly allows nominal cycle time to be reduced from 60 ns for mode 2, to 15 ns for
mode 6.

B.2.1.2 Skew

Skew is the difference in total propagation delay between two signals as they transit the bus. Propagation
delay is the amount of time required for a single input signal at one part of the system to cause a disturbance
to be observed at another part of the system in a system containing continuously distributed capacitance and
inductance. Propagation delay is determined by the velocity of light within the dielectric materials containing
the electric fields in the system. For systems with uniform properties along their length, propagation delay is
often specified as seconds per foot or seconds per meter.

Skew will be positive or negative depending on which signal is chosen as the reference. All skews in the
Ultra DMA timing derivations are defined as STROBE delay minus data delay. A positive skew is a STROBE
that is delayed more than the data.

Skew corresponds to the reduction in setup and hold times that occurs between the sender and the recipient.
If the bus contributes skew that exceeds the difference between the setup time produced by the sender and
that required by the recipient, data will be stored incorrectly. The same is true for hold time. Skew between
signals is caused by differences in the electrical characteristics of the paths followed by each signal.

Ultra DMA modes higher than 4 require less skew within the physical cable system than lower modes. In
order to reduce the amount of skew created as signals transit the system, modes higher than 4 place a
number of new requirements on the analog electrical aspects of system design. The primary requirement is
that all devices and hosts supporting modes higher than 4 use 3.3 volt signaling. This eliminates the
contribution to skew from the asymmetry of the input thresholds with the previous 5 volt V4. A second
requirement is that hosts use a 4.7 kQ pull-up resistor on IORDY/DSTROBE instead of the 1 kQ resistor used
for previous modes. The pull-up shall be to the host's 3.3 V internal supply. Third, the total output
impedance consisting of driver resistance plus series termination resistor shall match the typical cable
impedance of 75 to 85 Q.
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B.2.1.3 Source-terminated bus

The bus operates as a source-terminated bus, meaning that the only low-impedance connection to ground is
via the source impedance of the drivers in the sender.

R_source Cable
—100 N Z0=100 Q TD=4 ns
AM—CT§
R_rec
1 MQ
V_source
1

Figure 82 - A transmission line with perfect source termination

On a source-terminated transmission line, the initial voltage level produced at the source propagates through
the system until it reaches the receiving end that, by definition, is an open circuit or at least has high
impedance relative to the characteristic impedance of the transmission line. This open circuit produces a
reflection of the original step with the same polarity and amplitude as the original step but travelling in the
opposite direction. The reflected step adds to the first step to raise the voltage throughout the system to two
times the original step voltage. In a perfectly terminated system (See Figure 82), R_source matches the
cable impedance resulting in an initial step voltage on the transmission line equal to fifty percent of V_source,
and the entire system has reached a steady state at V_source once the reflection returns to the source.

The waveforms that are measured on the bus as a result of this behavior depend on the ratio of the signal
rise time to the propagation delay of the system. |If the rise time is shorter than the one-way propagation
delay, the initial voltage step will be visible at the sender. At the recipient the incoming voltage step is
instantaneously doubled as it reflects back to the sender and no step is observed (See Figure 83).
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Figure 83 - Waveforms on a source-terminated bus with rise time less than Ty,

If the rise time is longer than the propagation delay, the sender waveform changes, but the same behavior
still occurs: the reflected step adds to the initial step at the sender while a delayed doubling of the initial step
is observed at the recipient. Because the rising edges of the two steps overlap when measured at the
sender, there is a temporary increase in slew rate instead of a step seen at the sender while the rising edge
of the reflection adds to the edge still being generated by the sender (See Figure 84).

6V

- i \
/

transmitter

receiver —

Ov

-lv
0ons 20 ns 40 ns 60 ns 80 ns
time

Figure 84 - Waveforms on a source-terminated bus with rise time greater than Tp,qp

In Figure 83 and Figure 84, the source impedance is perfectly matched to the cable impedance with the result
that, after the first reflection returns to the source, there are no further reflections, and the system is at a
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steady state. In a system that is not perfectly terminated, there are two possibilities. The first possibility is
when the source impedance is less than the characteristic impedance of the transmission line, the initial step
is greater than fifty percent of V.4, and the system is at a voltage higher than V.4 when the first reflection
returns to the recipient (See Figure 85). In this case another reflection occurs at the source to reduce the
system to a voltage below Vg4 but closer to Vg4 than the initial peak. Reflections continue but are further
reduced in amplitude each time they reflect from the termination at the source.

8v
4v ﬂ
transmitter /
'\\ receiver
0 Vv /P;T\
-4v
ons 20 ns 40 ns 60 ns 80 ns
time

Figure 85 - Waveforms on a source-terminated bus with R_source less than cable Z,

The second possibility is when the source impedance is higher than the characteristic impedance, the initial
step is less than fifty percent of V4, and multiple reflections back and forth on the bus will be required to bring
the whole system up to a steady state at V4 (See Figure 86).
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Figure 86 - Waveforms on a source-terminated bus with R_source greater than cable Z,

Note that falling edges exhibit the same transmission line behavior as rising edges. The only difference
between the edges is that V4 and V,, are reversed. In actual systems output impedance and slew rate of the
drivers are often different between rising and falling edges, resulting in different step voltages and waveform
shapes.

For typical implementations using 33 Q series termination, the effective driving impedance of a sender’s
component /O viewed from the cable connector ranges from 50 to 90 Q. The component I/O is the
combined input and/or output circuitry, bond wire, and pin on an IC that is responsible for receiving and/or
sending data on a particular conductor within the bus. The initial voltage step produced when an edge is
driven onto the cable will be equal to the driver's open-circuit V,y divided by the effective output impedance
and the input impedance of the cable (typically 82 Q2), or a 50 to 60 Q printed circuit board trace in the case of
hosts. This step voltage will fall in the range from 50 to 70 percent of V,y, For example, for a theoretical
source with zero output impedance using 33 Q termination driving an 82 Q cable the resulting step voltage is
not greater than 100 * ( 82 + (33 + 82 ) ) = 71.3 percent of V. Because the thresholds of an input are not
centered with respect to the high and low voltages, the initial voltage step produced by a driver will often cross
the recipient’s input threshold on a rising edge but not on a falling edge. However, since the signal received
at the end of the bus is a doubled version of the initial output from the sender, it will cross the switching
thresholds for any reasonably low output impedance. Because of this the main voltage step only affects skew
and delay for signals received at devices that are not at the end of the cable. The greater the distance a
device is from the device end of the cable (i.e., closer to the host), the longer the duration of the step
observed (See Figure 87 and Figure 88).
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Figure 87 - Typical step voltage seen in ATA systems using an 80-conductor cable (measured at drive
and host connectors during read)
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Figure 88 - Typical step voltage seen in ATA systems using an 80-conductor cable (measured at host
and drive connectors during write)

In addition to the step produced by the initial voltage driven onto the bus and the subsequent reflection,
smaller steps are produced each time the propagating signal encounters a change in the bus impedance.
The major impedance changes that occur in a system are: 1) at the connections between the cable and the
printed circuit boards (PCBs) of the hosts and devices, 2) along the traces of the PCBs as the result of
changing layers, and 3) at the connection between a motherboard and a backplane.

The transmission line behavior of the 80-conductor cable assembly adds skew to the received signal in two
ways. First, impedance differences along one line versus another will result in different amounts of delay and
attenuation on each line due to reflections on the bus. This produces a time difference between the two
signals’ threshold crossings at the recipient. Secondly, signals received at the device that is not at the end of
the cable may cross the threshold during the initial voltage step or after the reflection from the end of the
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cable is received, depending on the supply voltage, series termination, output impedance, V4, and PCB trace
characteristics of the host.

Factors other than cable characteristics also contribute to skew. Differences in the capacitive loading
between the STROBE and DATA lines on devices attached to the bus will delay propagating signals by
differing amounts. Differences in slew rate or output impedance between drivers when driving the 82 Q load
will result in skew being generated as the signal is sent at the sender. Differences between the input RC
delays on STROBE and DATA lines will add skew at the recipient.

The fundamental requirement for minimizing skew in the entire system is to make the STROBE and DATA
lines as uniform as possible throughout the system.

B.2.1.4 Timing measurements for the 80-conductor cable assembly

The reflections that are present in a system make it difficult to measure skew and delays accurately. For the
received signal at a device, the propagation delay from the device connector to the device integrated circuit
(IC) connector pin is about 300 ps for typical device PCBs and trace lengths. The IC is the entire component
(die and package) that contains the ATA bus interface circuitry.

This delay introduces an error of plus or minus 300 ps in timing measurements made at the device connector
since rising edges and falling edges will be measured before and after the step respectively. When
comparing two signals, this results in an error in measured skew of plus or minus 600 ps due to the
measurement position. This error is small enough relative to the total timing margin of an Ultra DMA system
that it may be ignored in most cases.

Since the trace length on host PCBs are often much longer than those on devices, the propagation time for a
signal from the host connector to the host IC may be as high as 2 ns. This results in a plus or minus 2 ns
accuracy in the measurement of a single signal and a plus or minus 4 ns accuracy for skew between two
signals. These errors are not removed by adding or subtracting an allowance for PCB propagation delay
depending on rising or falling edges because characteristics of the PCB and termination will affect the step
levels and skew that occur at the component 1/0s. As a result of this, accurate measurements of skew in
signals received at the host are made either at pins of the host IC, or at points on the PCB traces as close to
the IC pins as possible. Test pads, headers, or unconnected vias in PCB layouts may be designed allowing
connection to DATA, STROBE, and ground for this purpose.

It is important to note that the timing specifications for Ultra DMA in the standard are based on measuring
signals at the interface connector.

B.2.1.5 Simulations for the 80-conductor cable assembly

The difficult nature of measuring skew in actual systems makes simulations a more important tool in
determining the effect on skew of design decisions regarding component I/Os, PCB layout, cable lengths, and
other aspects of system design. Because of the well-controlled impedance of the 80-conductor cable
assembly, single line transmission line models provide accurate predictions of the delay through the bus
based on a given design choice for a given set of conditions on the bus. To be certain of the system-wide
consequences of particular design choices, a large number of simulations encompassing many different
combinations of parameters were used to determine the timing specifications for Ultra DMA mode 5. Results
of these simulations are also the basis of the guidelines that follow.

Output skew is measured at the connector of the sender into capacitive loads to ground of 15 pf and 40 pf.
An alternate loading arrangement is to measure the signal produced at the end of an 18-inch 80-conductor
cable assembly into typical device and host loads of 20 pf or 25 pf that are held uniform across STROBE and
DATA lines. Skew is measured at the crossing of the 1.5 volt threshold. All combinations of rising and falling
edges on the signals involved are used when skew is measured.
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Minimizing output skew is the best assurance of reliable signaling across the full range of cable loading and
recipient termination conditions that will occur in systems.

B.2.2 Crosstalk

Although the ground-signal-ground configuration of the 80-conductor cable assembly greatly reduces
coupling between wires on the cable, the host and device connectors generate a large amount of crosstalk
because they still use the original ground configuration with no ground lines separating the 16 signals of the
data bus. In addition, crosstalk between traces on the PCB may reach high levels in systems with long traces
or with tight spacing between traces. Cumulative crosstalk plus ground bounce measured at the connector of
the recipient in typical systems using the 80-conductor cable ranges from 400 mV to 1 V peak, in short pulses
with a frequency content equivalent to the frequency content of the edge rates of the drivers being used.
Although this level of total crosstalk may seem like a hazard to reliable signaling, crosstalk exceeding 800 mV
detected at the recipient does not affect the setup or hold times when it occurs during the interval when other
signals are switching (See Figure 89). This figure was generated using the first faling STROBE edge for a
trigger and showing a middle data signal staying low while all other lines switch high to low. With infinite
persistence, the pattern was then changed to all lines switching low to high for the same STROBE edge. The
crosstalk that occurs on the line staying low while all others switch high to low is in excess of 800 mV but has
more hold and setup time margin than data lines that are switching and therefore it does not reduce setup or
hold time margin.

X2
108 ns 118 ns 128 ns
2.0 ns/div realtime
Y2 800 mV X2 119 ns
Y1 15V X1 117 ns
delta Y -700 mV delta X 1.8 ns
1/delta X 555.556 MHz

Figure 89 - Positive crosstalk pulse during a falling edge (does not affect data setup or hold time)

A larger signal integrity hazard exists when crosstalk extends into the middle of the cycle when data could be
clocked. This may result from a high level of reverse crosstalk detected at the recipient as the reflected
signal propagates from the recipient input back to the sender output in the switching lines.
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Y2 552.125 mV X2 42.2 ns
Y1l 504.8 mV X1 21.2ns
deltaY 47.3250 mV delta X 21.0ns
1/delta X 47.6190 MHz

Figure 90 - Reverse crosstalk waveform from reflected edge

Reducing a system'’s creation of and susceptibility to forward and reverse crosstalk requires an understanding
of how crosstalk is generated and propagates through the system. Crosstalk results from coupling between
signals in the form of either a capacitance from one signal conductor to another or inductors in the path of
each signal with overlapping magnetic fields. The capacitive and inductive coupling are easiest to understand
if treated as separate effects.

B.2.2.1 Capacitive coupling

Capacitive coupling in its simplest form consists of a capacitor connecting together two transmission lines
somewhere along their length. When a change in voltage occurs on one line (called the aggressor line), a
pulse on the non-switching signal (called the victim line) is produced with a peak amplitude proportional to the
rate of change of voltage (dV/dt) on the aggressor line. The pulse on the victim line propagates both forward
and backward from the point of coupling and has the same sign in both directions. Forward and backward
are defined relative to the direction that the aggressor signal was propagating. Forward means that the
propagation is in the same direction as the aggressor signal. Backward means that propagation is in the
opposite the direction of the aggressor signal. Figure 91 is a schematic of a model for capacitive coupling.
Figure 92 shows waveforms resulting from capacitive coupling at the sender and recipient component 1/Os of
the aggressor and victim lines.
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Figure 92 - Waveforms resulting from capacitive coupling (at transmitter and receiver of aggressor
and victim lines)
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B.2.2.2 Inductive coupling

In the following, inductive coupling is modeled as an inductor in series with each signal, with some coupling
factor K representing the extent to which the inductors’ magnetic fields overlap. In effect these two inductors
constitute a transformer, creating a stepped-down version of the aggressor signal on the victim line. The
amplitude of the signal produced on the victim line is proportional to the rate of change in current (di/dt) on
the aggressor line. Since the impedance of a transmission line is resistive, for points in the middle of a
transmission line di/dt will be proportional to dVv/dt. Because the crosstalk signal produced across the
inductance in the victim line is in series with the transmission line, it has a different sign at each end of the
inductor. Because the current in an inductor always opposes the magnetic field that produced it, the polarity
of the crosstalk signal is reversed from the polarity of the di/dt on the aggressor line that produced it. As a
result of these two facts, inductive crosstalk creates a pulse of forward crosstalk with polarity opposite to the
edge on the aggressor, and a pulse of reverse crosstalk with the same polarity as the aggressor edge. Figure
93 is a schematic of a model for inductive coupling. Figure 94 shows waveforms resulting from inductive
coupling at the sender and recipient component 1/Os of the aggressor and victim lines.

T1 12 Aggressor_rec
Agg’essigasg Z0=100 Q TD=5 ns Z0=100Q TD=5ns 199
N L1 50 nH
in 1
V_source = MUTUAL COUPLING=1
o T3 T4 Victim_rec
V'C“lrg—séc Z0=100 Q TD=5 ns Z0=100 2 TD=5ns 1099 ¢y
A D—W—@j
L2 50 nH
T C L

Figure 93 - Model of inductive coupling

Note that the box in Figure 93, Figure 95, and Figure 99 between L1, L2 and K2 is a PSPICE element
representing the inductive coupling between L1 and L2 having the coupling value listed in the figure.
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Figure 94 - Waveforms resulting from inductive coupling (at transmitter and receiver of aggressor
and victim lines)

B.2.2.3 Mixed capacitive and inductive coupling

Most occurrences of electromagnetic coupling involve both capacitive and inductive coupling. In this case the
forward and reverse crosstalk contributions of the capacitance and inductance add together. Because the
forward inductive crosstalk and the forward capacitive crosstalk have opposite signs, they tend to cancel,
while the reverse crosstalk from both effects have the same sign and add together. Depending on the ratio of
inductive to capacitive coupling, the forward crosstalk may sum to zero when both effects are added together.
Figure 95 is a schematic of a model for mixed capacitive and inductive coupling. Figure 96 shows waveforms
resulting from mixed capacitive and inductive coupling at the sender and recipient component 1/0Os of the
aggressor and victim lines.
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Figure 95 - Model of capacitive and inductive coupling

\\
//

D5V oo

B2 0O 1 Y e '

=200 MV ' e e

200 mV

Victim at source

Figure 96 - Waveforms resulting from mixed capacitive and inductive coupling (at transmitter and
receiver of aggressor and victim lines)
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B.2.2.4 Crosstalk from distributed coupling

When transmission lines are placed parallel with and in close proximity to each other, as is the case for PCB
traces, wires in a ribbon cable, etc., the coupling that occurs is continuous along the length of the
transmission lines. To find the crosstalk waveforms at the source and recipient, divide the transmission lines
into segments and treat each segment as an instance of capacitive and inductive coupling. Each segment
produces forward and reverse crosstalk as the aggressor edge goes by. Sum the contributions from each of
these segments, delaying their arrival at the ends according to the segment’s position along the transmission
line. This procedure shows that the forward crosstalk contributions all add together and arrive simultaneously
with the aggressor edge, while the reverse crosstalk is spread out along the length of the transmission line
and produces a long flat pulse travelling back toward the source. Figure 97 shows a schematic model for a
transmission line with three coupled conductors, connected as two signal wires and a ground return. The
waveform at the source end of the victim line in Figure 98 shows that the reverse crosstalk pulse begins
when the edge is driven onto the aggressor line and continues to be observed at the source until one system
delay after the end of the edge is terminated at the recipient on the aggressor line. The waveform at the
victim recipient’s component I/O shows that the forward crosstalk arrives simultaneously with the edge on the
aggressor line, or even slightly before, because the energy in the crosstalk pulse has been subtracted from
the edge on the aggressor, reducing its rise time at the recipient.

Aggressor_src Aggressor_rec
100 Q 100 Q
NN/ in1 out1l VAVAYAm
AN in2 out 2 VAVAVAmm
Victim_src Victim_rec
100 O In3 out 3 100 ©
V12
T3 coupled
= L=500 nH =
C=50 pf
LM= 100 nH
CM=1- pf

Figure 97 - Model of distributed coupling
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Figure 98 - Waveforms resulting from distributed coupling (at transmitter and receiver of aggressor

and victim lines)

The above simulation results shown in Figure 92, Figure 94, Figure 95, and Figure 97 are simplified by the
assumption that all transmission lines are perfectly terminated at both ends. In actual systems only the
sender end of the bus has a low-impedance termination to ground, and this termination is seldom perfect.
The consequences of this help to explain some characteristics of crosstalk in a system:

1)

2)

3)

Crosstalk is produced by both the initial and reflected edges on the aggressor lines. Forward
crosstalk produced by the initial edge as it propagates from the sender to the recipient arrives at the
same time as the edge that produced it. The edge on the aggressor signals reflects from the high
impedance at the recipient input (or at the end of the cable) and returns back to the sender. Reverse
crosstalk produced as this reflected edge propagates back to the sender is observed on the victim
line at the recipient.

If reverse crosstalk from the initial edge is not perfectly terminated at the sender’'s component 1/O it
will be reflected (with reduced amplitude) back towards the recipient. The quality of the sender’s
component I/O termination depends on the instantaneous output impedance of drivers as they are
switching, as well as the on resistance of the drivers in the high or low state once they have
completed switching. Since the source impedance is made up of the driver output impedance in
series with the termination resistors, the most accurate source termination is achieved by using
drivers with low output impedance combined with high value series resistors, creating a total output
impedance near 75 Q.

Crosstalk is observed with doubled amplitude at the high-impedance endpoint of the system (at the
host input during read operations and at the device end of the cable during write operations) due to
the reflection. Since crosstalk occurs as a pulse rather than a step, the initial and reflected portions
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of the pulse only sum at the endpoint while the pulse is reflecting, and not at other points along the
bus.

4) Series termination resistors at the receiving end of the bus serve to attenuate the amplitude of
crosstalk observed at the receiving component 1/0Os. Because the component /O impedance is
predominantly capacitive, its impedance decreases at high frequencies. At the frequency where the
impedance of the component I/O equals the impedance of the series termination resistor, the
crosstalk pulse amplitude observed at the IC input will be about half of the amplitude measured at the
connector. The formula for determining this frequency is F =1/ (2 * = * R = C) where F is the
frequency, R is the value of the series termination resistor, and C is the input capacitance of the
recipient’'s component /0. So when crosstalk levels are high enough to be a serious concern, the
best place to make measurements of the crosstalk is at the component I/O or on the IC side of the
termination resistor. In design of systems, this filtering effect is used to reduce a system’s
susceptibility to crosstalk by increasing the value of series termination resistors and placing them
close to the connector to maximize the amount of capacitance on the IC side of the resistor.

In systems using the 80-conductor cable the largest contributors to crosstalk are the connector at the sender,
and the PCB traces in systems with long traces or a large amount of coupling between traces. The connector
at the receiving end of the system generates less crosstalk than the one at the sending end because the net
current flow through the aggressor lines is less at the receiving end. This is because the load on the IC side
of the recipient’s connector is the PCB trace and a small capacitance inside the component 1/O; only enough
current flows through the connector to charge this total capacitance. At the sending end of the system, the
instantaneous value of current through the connector is determined by the input impedance of the cable, and
this amount of current flows for a length of time sufficient to charge the entire system including the cable and
all attached devices up to the sender’'s Vg .

Crosstalk in the connectors is almost entirely inductive. It is produced in both directions from the connector
but not necessarily in equal amplitudes. The highest amplitude crosstalk is generated by many switching lines
coupling into a small number of victim lines. This lowers the effective source impedance of the crosstalk,
making it approximate a voltage source. This voltage source is in series with the transmission line
impedance on each side of the connector on the victim line. As a result, the crosstalk voltage is divided
between the two directions proportional to the impedance seen in each direction. Figure 99 shows the
schematic of a model that demonstrates this. The PCB and cable on the victim line have been replaced with
resistors to simplify the resulting waveforms. Figure 100 shows the current through the inductor on the
aggressor line and the crosstalk voltage produced on the victim line into the resistors representing the PCB
and cable impedance. The waveforms indicate that the crosstalk voltage divides in the expected ratio. In this
example the PCB receives (50 / (82 + 50)) * 100% = 37.9% of the total voltage across the inductor, while the
cable receives the remaining 62.1%. In an actual system, the crosstalk at the source is terminated by the
driver impedance. The crosstalk measured at the recipient's component 1/O on the victim line is double the
value of the crosstalk pulse initially produced into the cable impedance.
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Figure 99 - Model of voltage divider for connector crosstalk formed by PCB and cable
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Figure 100 - Waveforms showing connector crosstalk dividing between PCB and cable
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For each edge on the bus four crosstalk pulses are created on non-switching victim lines due to the combined
crosstalk in the PCB, connector, and cable:

1) Forward crosstalk from the initial edge has the same sign as the edge and is seen at the recipient as
a pulse that arrives with the edge. The amplitude of the pulse is doubled at the recipient’s
component I/O, however because it occurs during the interval when the data is changing it may
decrease the signal’s setup or hold time but it presents a minor risk to data integrity overall.

2) Reverse crosstalk from the initial edge travels back towards the driver as a flat pulse with a width
equal to the transition time of the driver. Based on the degree of mismatch between the driver’s
output impedance and the cable impedance, this pulse may be reflected back towards the recipient
with reduced amplitude. Because it continues to arrive at the recipient well after the driver has
completed switching, it creates a risk of incorrect data at the recipient in the middle of the cycle.
However, this edge will seldom create a high enough amplitude at the recipient to cause a problem.

3) Forward crosstalk from the reflected edge arrives back at the driver simultaneously with the reflected
edge on the aggressor lines. Depending on the impedance mismatch at the source, the edge will be
reflected back towards the recipient with reduced amplitude and arrives in the middle of the cycle,
however this edge will seldom create a high enough amplitude at the recipient to cause problems.

4) Reverse crosstalk from the reflected edge on the aggressor lines will be created travelling back
toward the recipient and arrives there in the middle of the cycle. In host systems where the
termination resistors are not placed next to the connector a larger portion of the crosstalk created in
the connector will be reverse crosstalk on the cable side because of the divider formed by the 50 to
60 Q PCB and the 82 Q cable impedance. The pulse will be seen with doubled amplitude by the
device at the end of the cable and presents a serious hazard to data integrity if its amplitude at the
recipient’'s component I/0O exceeds 800 mV.

B.2.2.5 Measuring crosstalk in a system

To measure the total crosstalk in a system set up a data pattern in which one line in the middle of the data
bus is held low while all other lines are asserted simultaneously. Measure the low line at the recipient
connector or component I/O. This measurement includes ground bounce at the sender IC discussed in
Clause B.2.3 as well as the contributions to crosstalk of the PCBs, connectors, and cables. Determining the
exact sources of the different features of the crosstalk measured by this technique is difficult. An effective
method to isolate the crosstalk produced into a victim line in a given portion of the system is to sever the line
before and after the feature being tested. Terminate the isolated segment to ground at the breaks with
resistors equivalent to the transmission line impedance that is normally seen at those points. Measuring the
crosstalk voltage across the termination resistors will indicate the raw quantity of crosstalk into the victim line
produced by that portion of the system, independent of reflections due to impedance mismatches and
attenuation due to capacitance along the bus. Adjusting for impedance mismatches and delays will allow the
crosstalk from that portion to be identified in the total crosstalk of the system, and adjusting the impedance
changes through the system may allow the impact of that crosstalk to be minimized.

B.2.2.6 System design considerations to minimize crosstalk

Because all crosstalk throughout the system is proportional to edge rate, a major factor in controlling
crosstalk is controlling the output slew rate of the drivers. Another major factor is the impedance match of
sources to the cable including the value and placement of termination resistors. Source impedance matching
is important to prevent reverse crosstalk from reflecting off the source and out to the recipient. Drivers, PCB
layout, and termination resistors are selected to provide a good source termination for crosstalk and the
reflected signal edge. Ideal termination at each connector is when the impedance seen looking back toward
the source matches the cable impedance in the forward direction. For devices, this means that the sum of
driver output impedance and termination resistance match the cable impedance (typically 80 to 85 Q), minus
five to ten percent to allow for attenuation due to the capacitive loading of other devices on the cable.
Because the PCB traces on a device are short, they have little effect on the device’s output impedance.
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Due to other design constraints, many hosts PCB traces are so long that, for high-frequency crosstalk, the
impedance at the host connector is determined by the PCB trace impedance and termination resistors (if they
are located at the connector), rather than by the driver’s output impedance. Because of this, there are two
options for hosts with longer traces to ensure an ideal source termination:

1) Place the termination resistors near the sender's component 1/0O and use a PCB trace impedance
that matches the source impedance of the sender’s component I/O plus termination resistor. This
ideal impedance is slightly less than the cable impedance. In this case, trace impedance of 70 to 75
Q with a large enough trace spacing to keep crosstalk (especially reverse crosstalk) between PCB
traces to a minimum is ideal.

2) Place the termination resistors near the connector and select PCB trace impedance and termination
resistance to sum to the cable impedance or slightly less. In this case, matching the sender’s
component 1/0O source impedance to the PCB trace impedance rather than the cable impedance is
ideal, since that is the load that is driven.

Option 2 is desirable for backward compatibility with older systems using the 40-conductor cable because
placing the resistor near the connector helps to damp the ringing that occurs with that cable. In addition, 50
to 60 Q traces are easier to implement and produce less crosstalk than higher impedance traces making the
second option a better choice in most cases.

In either case, matching the total output impedance to the cable impedance under all conditions of steady-
state or switching is the best solution.

B.2.3 Ground/Power Bounce

Supply bounce is a form of crosstalk that results from changes in current through power and ground pins of
IC packages. For single-ended drivers, the return current for all signals flows through the power and ground
leads, with the result that any voltage drop across these pins is imposed on all signals equally. Voltage drops
across these pins occur due to both resistance and inductance whenever there is a net current flow into or
out of the signal pins of the IC, though inductance has the greatest effect. In terms of the voltage seen at the
recipient’'s component I/O, crosstalk due to supply bounce is indistinguishable from inductive crosstalk, with a
sign opposite the polarity of the edge on the aggressor signal(s). See Figure 101 for a model of ground
bounce in an IC package. See Figure 102 for waveforms resulting from ground bounce at the sender’s and
recipient’'s component I/O of the aggressor and victim signals.

In order to measure supply bounce in a functioning system, it is necessary to remove all other sources of
crosstalk (especially reverse crosstalk from points later in the system). To remove the other sources of
crosstalk, disconnect the component I/O pin on which the measurement is being taken from the PCB and
measure the voltage at the component I1/O while all other lines are switching. The initial and the reflected
edges on the switching lines will produce supply bounce. Measurements with the victim line in a high state
show power bounce and with the victim line in a low state show ground bounce. The ground inside the IC will
bounce and produce crosstalk on a low victim line when many lines are switching from high to low and
sinking current through the ground pins. The power inside the IC will bounce and produce crosstalk on a high
victim line when many lines are switching from low to high, and drawing current through the power pins.
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Figure 101 - Model of ground bounce in IC package
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In lines) order to reduce the susceptibility of Ultra DMA mode 5 to crosstalk, a tighter specification of input
thresholds is defined. This Ultra DMA mode 5 requirement prevents strobing an incorrect data value due to
crosstalk with a peak amplitude less than 1.5 V positive from ground or negative from the minimum Vg4 of 3.3
V.

B.2.4 Ringing and data settling time (DST) for the 40-conductor cable assembly

High amplitude ringing may occur for some data patterns in systems using the 40-conductor cable assembly.
The sixteen data lines (DD(15:0)) in a 40-conductor cable assembly are adjacent to each other and have only
one ground on each side of the data lines. There are only seven ground lines present in the entire cable
assembly. This lack of ground return paths has three negative effects on data signal integrity:

1) Crosstalk between data lines is very high due to inductive coupling.

2) Conductors in the center of the set of data lines (e.g., DD 11) exhibit very high inductance because
the distance from these signal lines to the current return path is large and the ground return path is
shared with many other signal lines.

3) Conductors in the center of the set of data lines are shielded from ground by the other data lines
around them. When these lines are switching in the same direction there is no potential difference
and therefore no effective capacitance between lines.

This combination of factors results in the impedance of the conductors in the center of the set of data lines
rising from 110 to 150 Q (measured when a single line is asserted or negated) to an almost purely inductive
300 to 600 © when all lines are asserted or negated simultaneously in the same direction. Measured
impedance varies with data pattern, edge rate, cable length, loading, and distance from chassis ground.

Unlike the 40-conductor cable, the 80-conductor cable has the additional 40 ground lines making all signals
ground-signal-ground. This makes the 80-conductor cable impedance relatively constant with respect to
pattern. Matching impedance and controlling PCB trace geometry as discussed in Clause B.3.4 will result in
well damped ringing and crosstalk in victim lines that remains below 800 mV.

In the following simplified model of the 40-conductor cable assembly with all data lines switching, a conductor
in the center of the set of data lines is described as a pure inductor, forming a series RLC resonant circuit
with the capacitance of the component I/0O and PCB traces, and the combined resistance of the driver source
impedance and source series termination resistor (See Figure 103). The voltage across C will ring
sinusoidally in response to an input pulse at V_source, exponentially decaying over time towards a steady
state value. The formula for determining the frequency of this ringing is F = 1 / (2r * SQRT(LC)) where F is
the frequency, R is the value of the series termination resistor, and C is the input capacitance of the
recipient’'s component 1/0. The rate of decay is proportional to R/L. Figure 104 shows the output of a simple
RLC model with the waveforms as seen at the connectors of the sender and recipient.

R L
40 Q 0.8 uH
AN Y Y YV Y—
—C
V_source 25 pf

Figure 103 - Simple RLC model of 40-conductor cable with all data lines switching
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Figure 104 - Output of Simple RLC model: waveforms at source and receiving connectors

DST is defined as the portion of cycle time required for ringing to decrease in amplitude until a signal reaches
the threshold of 2.0 volts (Vi) or 800 mV (V;.). The worst-case situation for most systems occurs when all
data lines are switching except for one line near the middle of the bus that is being held low (See Figure 105).

In this situation crosstalk creates a pulse on the signal line being held low that rings with a frequency and
damping determined by the effective RLC parameters of the system. The DST value is the duration of time
between the nominal beginning of the cycle (i.e., when the switching lines cross the 1.5 volt threshold) and
the time when the ringing on the line drops below Vj_ for the last time as measured at the recipient’s
component I/O.
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Figure 105 - DST measurement for a line held low while all others are switching high (ch1l on DD3 at

rec., ch2 on DD11 at rec.)

The same situation also occurs with reversed signal polarity (e.g., one line staying high while others are
switching). Another case arises when all lines are switching simultaneously and the voltage on conductors in
the center of the set of data lines rings back across the switching threshold (See Figure 106).
normally only a problem in the high state as low side ringing is greatly reduced by the substrate diode clamp

to ground that is inherent in CMOS logic.
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Figure 106 - DST measurement for all lines switching (chl at source, ch2 at rec.)

As seen in Figure 106, the use of 3.3 volt signaling removes the high side voltage margin provided by the
asymmetric threshold of the recipient input. Consequently it is important to use slew rate controlled drivers to
control ringing.

B.2.4.1 Controlling ringing on a 40-conductor cable assembly

An improved RLC model allows comparison between different termination schemes (See Figure 107 and
Figure 108). These models include separate capacitors to represent trace and component I/O capacitance at
the recipient’'s component 1/0, as well as a clamping diode, representing the substrate diode in CMOS logic.
Because this single-line simplified model does not include crosstalk between lines in the data bus, it is not
used to predict DST for a particular design and combination of parameters. However, it does indicate the
direction of changes in ringing frequency and damping in response to changes in system parameters.

R_source R_series_src Cable R_series_rec
7Q 330 1uH 33Q

/ AVAVAY. 7V VTV AN

C_trace | C_ICpin

15pf ——10pf —T—

D1
/ \ D1N914

V_source

Figure 107 - Improved model of 40-conductor cable ringing with termination at IC
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Figure 108 - Improved model of 40-conductor cable ringing with termination at connector

Comparing the results (figure E.28) given by these models for recipient termination resistors located at the IC
versus the connector shows that greater damping is provided when termination is near the connector.

10v

waveform at receiver IC

waveform at receiver connector

. 7 ~J)
\

waveform at source
connector

5v
0ns 50 ns 100 ns 150 ns
time

Figure 109 - Results of improved 40-conductor model with termination at IC vs. connector

These simple models are used in a similar way to determine the effects of changing slew rate, termination
resistor value, output impedance, PCB trace length, or the length of the cable.
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Figure 110 - Results of improved 40-conductor model with source rise time of 1,5,and 10ns

As the results in Figure 110 show, increasing the rise time to above 5 ns results in a large decrease in the
amplitude of the ringing. Drivers with control over the shape of rising and falling edges are used to reduce
ringing even more.

Figure 109 and Figure 110 show that, although the diode clamps the voltage at the recipient at one diode
drop below ground, a ringback pulse appears at around 100 ns. This pulse occurs because the combined
series resistance of the termination resistor and diode is much lower than the impedance of the LC circuit that
is ringing. In addition the diode only clamps the voltage across part of the capacitance involved in the ringing.
A higher-resistance clamping diode would be more effective at dissipating energy from the resonant circuit
but would be less effective at clamping the input voltage.

B.2.4.2 STROBE lines on the 40-conductor cable

Although the data bus on the 40-conductor cable has such a high level of crosstalk that transmission line
effects are barely perceptible, the STROBE lines on the 40-conductor cable have a more controlled
impedance of about 115 Q because they are in a ground-signal-ground configuration. Although the STROBE
lines are well shielded against crosstalk from each other and from the data bus, some devices using drivers
with fast edge rates and no source termination resistors have experienced problems with overshoot and
ringback on the STROBE lines. Ringing will occur when a large impedance mismatch exists between the
driver output impedance and the 115 Q transmission line. If the ringback on a falling edge exceeds 800 mV,
STROBE may cross the threshold multiple times and cause extra words to be clocked at the recipient. After
these problems were experienced almost all device and host manufacturers began using series termination
resistors on the STROBE lines at both the sender and the recipient.

With current component 1/O technology and the requirement for series termination resistors, ringing on the
STROBE lines is seldom a problem for current systems. However, it is important to keep in mind that these
are high speed edge triggered signals, and the possibility of double crossing of input thresholds due to noise,
ringing, or transmission line reflections still exists. Because of this it is important that all hosts and devices
implement some amount of hysteresis on STROBE inputs in addition to glitch filtering by digital logic after the
inputs.
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B.3 System Guidelines for Ultra DMA

This is a summary of recommendations for device, system, and chipset designers. These guidelines are not
strict mandates, but are intended as tools for developing compatible, reliable, high-performance systems.

B.3.1 System capacitance

All hosts and devices are required in the body of the standard to meet maximum values of capacitance as
measured at the connector. These values are specified to be 25 pf at the host and 20 pf at the device. With
typical interface IC and PCB manufacturing technology, this limits host trace length to four to six inches. Itis
recommended that capacitance be measured at 20 MHz as this is representative of typical ringing
frequencies on an 18-inch 40-conductor cable assembly.

PCB traces up to 12 inches long may be used if the following conditions are met:

1) The host chipset uses 3.3 volt signaling,

2) The host chipset allows timing margin for the additional propagation delay in all delay-limited
interlocks,

3) Termination resistors are chosen to minimize input and output skew and are placed near the
connector,

4) Total capacitance of traces, additional components, and host component I/Os is held to the minimum
possible, and

5) An 80-conductor cable is installed for operation at Ultra DMA modes 2 and higher.

In this case capacitance at the connector will exceed the maximum value specified. As a result of this,
systems may not operate reliably with a 40-conductor cable assembly in any Ultra DMA mode above mode 1
(22.2 megabytes per second). Under these conditions it is advisable that a host not set mode 2 or above
without insuring that an 80-conductor cable assembly is installed in the system.

B.3.2 Pull-up and pull-down resistors

For hosts supporting Ultra DMA mode 5, the pull-up on IORDY is a 4.7 kQ resistor to 3.3 V rather than a 1 kQ
resistor to 5 V. Other pull-up resistors on devices and hosts may be to 3.3 V or to 5 V. Pull-up and pull-down
resistors should never have nominal values lower than the value specified by the standard.

Placement of pull-up and pull-down resistors on the source side of the series termination minimizes loss of
DC margin due to pull-up/pull-down current through the series termination resistors.

B.3.3 Cables and connectors

Exceeding a spacing of six inches between device connectors on an 80-conductor cable will cause increased
skew when signaling to or from the device not at the end of the cable. As spacing between the devices
decreases, the capacitance of the two devices (or the host and the device not at the end of the cable) act in
parallel, resulting in decreased ringing frequency and increased DST.

In systems using a 40-conductor cable assembly, provide a continuous electrical connection from ground on
the device chassis through the system chassis to the ground plane on the host PCB. Routing the cable in
close contact with the chassis will reduce data settling time, as long as it is done without significantly
increasing the cable length.
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B.3.4 Host PCB and IC design

As has been stated, matching the total output impedance of hosts and devices to the cable impedance is
ideal to minimize reflections and reverse crosstalk due to the impedance mismatch between the PCB and
cable. The impedance of the 80-conductor cable is specified to fall within the range of 70 to 90 Q and is
between 80 and 85 Q for typical cables with solid wire and PVC insulation.

Keeping the ratio of PCB trace spacing to height above ground plane high helps to control crosstalk between
traces.

Controlling PCB trace characteristics to minimize differences in propagation delay between STROBE and all
DATA lines limits the skew. Factors that affect the delay are:

1) Trace length;

2) Additional capacitance due to stubs, routing on inner layers, pads, and external components such as
pull-up resistors and clamping diodes; and

3) Additional inductance due to vias, series components such as termination resistors, and routing
across a break in the ground plane, over areas with no ground plane, or at a larger height above the
ground plane.

In systems using an 80-conductor cable to support Ultra DMA modes 3 and higher, series termination values
should be selected based on the impedance of the driver design during switching to meet the required output
impedance into the cable.

Place series termination resistors as close as possible to the cable header or connector.

Choose series termination values to equalize input RC delays for the STROBE and DD(15:0) lines. For
typical host IC implementations the same type of component 1/O is used on all signals and therefore all
termination resistors at both STROBE and DD(15:0) may have the same value.

Use sufficient ground and power pins on interface ICs to control supply bounce when many lines are
switching at the same time.

B.3.5 Sender and recipient component I/Os

The 80-conductor cable assembly impedance is less than half that of the typical 40-conductor cable assembly
impedance when multiple lines are switching at the same time. For some types of drivers this will result in
more than double the current draw during switching and as a consequence the amplitude of ground bounce
will also double.

As is required in this standard, design drivers to have a slew rate between 0.4 and 1.25 V/ns across the full
range of loading conditions, process, and temperature.

Design component 1/0s to produce output setup and hold times at the connector as specified in this standard
across the full range of loading conditions, process, and temperature. Provide margin to allow for skew
introduced between the IC and the connector. Design device PCB traces and component I/Os to present
similar loading between STROBE and DD(15:0) at the connector to minimize additional skew added to
signaling between other devices on the bus.

Use hysteresis on both DD(15:0) and STROBE inputs. Initial voltage steps on the bus are at undefined levels
and may be near the thresholds, causing slow slew rates through the threshold that result in high sensitivity to
noise if hysteresis is not used.

Test drivers as well as host and device output characteristics at the connector with the following loading
conditions:
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1) 0 pf to ground (open circuit, minimize test fixture capacitance)

2) 15 pf to ground

3) 40 pf to ground

4) 470 O to ground, switching low to high (simulates the 40-conductor cable with all lines switching)
5) 470 Q to V¢, switching high to low (simulates the 40-conductor cable with all lines switching)

6) 82 Q to ground, switching low to high (simulates the initial edge into an 80-conductor cable)

7) 82 Qto ground, switching high to low (simulates the initial edge into an 80-conductor cable)

All tests (except open circuit) are conducted with the intended series termination resistance in place. Output
skew and slew rates are measured between the series termination and the load.

B.4 Ultra DMA electrical characteristics

Along with the electrical characteristics defined for Ultra DMA modes 0 through 4, additional electrical
characteristics have been added for Ultra DMA modes higher than 4.

B.4.1 DC characteristics

The ATA interface was originally designed to use 5 V signaling. All pull-up resistor values are defined based
on 5V V., and many hosts and devices still use 5 V V. signaling levels. The advantage to using 5 V I/O cell
technology is that the 1/O cells will be 5 V tolerant. There are, however, many disadvantages to using a 5 VvV
Vo4. One disadvantage is timing. The standard defines typical timings using a 1.5 V threshold. 5V V4 is 2
V further from this threshold than 0 V V.. With identical rising and falling slew rates, the time for a signal to
transition from 5 V to 1.5 V on a falling edge will be longer than the time for a signal to transition from 0 V to
1.5V on arising edge. For example, with an average slew rate of 500 mV/ns, a falling edge could take 4 ns
longer to get from 5 V to 1.5 V than a rising edge to get from O V to 1.5 V. In fact, typical TTL thresholds are
centered even lower than 1.5V, at 1.3 V or 1.4 V, making the situation worse for timing to actual thresholds.
Setup and hold time margins must account for both rising and falling edge skew. The skew with a 5V Vg
signaling level may be minimized by using asymmetric slew rates, but this poses its own difficulties and
results in higher overall skew over process and voltage variations as does skew using 3.3 V signaling.

Another disadvantage to 5 V signaling is higher crosstalk. Given a 5 V transition and a 3.3 V transition having
the same rise time, the 5 V transition will generate more crosstalk than the 3.3 V transition because the 5 V
transition will result in higher di/dt and dv/dt to achieve the same rise time as the 3.3 V transition. Given a 3.3
V transition and 5 V transition of the same slew rate (dv/dt), the 5 V transition will still have higher crosstalk
than the 3.3 V transition because the 5 V transition will be transitioning for a longer period of time.

A third disadvantage to 5 V V. levels is overshoot. Given the high edge rates and low output impedance
commonly observed on the ATA interface, a 5 V edge will nearly double at the receiver because the interface
is series-terminated and the receiver is high impedance. In cases where edges are generated on DD(15:0)
closer than they should be for any Ultra DMA mode (less than 15 ns apart), the ringing may be pumped even
higher, in one observed case to nearly 11 V. Many 5 V tolerant parts are not designed to handle this level of
overshoot.

B.4.1.1 V;y maximum

Since outputs supporting Ultra DMA modes higher than 4 are required to have 3.3 V Vy levels, it is still
important for a designer to remember that many hosts and devices use 5 V Vg4 levels. Since a 5 V device
may be connected to a 3.3 V host, that host and any other device attached to the same bus must be 5 V
tolerant. Since a 3.3 V device may be connected to an existing 5 V host, all devices must be 5 V tolerant. To
emphasize the requirement for 5 V tolerance, a V;y maximum of 5.5 V has been added to the standard. Also
added was a note stating that ringing may generate AC voltages higher than the DC maximum V.
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B.4.1.2 Vpps (modes higher than 4 only)

Data setup and hold timings for Ultra DMA modes higher than 4 are more stringent than for lesser modes,
and the starting V,y voltage is critical for low skew. Since Vpps of the sender and recipients typically do not
track, the input threshold will not track with the V4 level. Without a defined supply voltage variation, it is
difficult for an IC designer to determine if output and input I/Os will meet the required output and input skews
required to meet system timing. For this reason the limits were defined for the 3.3 V supply. It should be
noted that these limits are as measured at the interface IC. More careful control of the voltage may be
required from the supply in order to meet these limits at the IC.

B.4.1.3 Vo2 minimum and maximum (modes higher than 4 only)

The specification for the minimum and maximum V.., levels requires that 3.3 V I/O cells be used. The
minimum V,4, ensures that the I/O cell has a low enough on resistance to 3.3 V for proper termination with an
80-conductor cable. The maximum V4, ensures that when the I/O cell is enabled and the bus is above 3.3
V, the 1/O will pull the bus down to 3.3 V. This prohibits the use of a 5 V I/O cell and the use of I/O cell
structures that have high impedance when enabled in the high state with an output voltage of more than 1
diode drop above the output supply voltage. It is important that the output both pull up and pull down to 3.3 V
so that starting voltage is always at or near 3.3 V no matter what the initial condition on the bus. Starting at a
voltage at or near 3.3 V for all transitions will help insure low skew for all signal transitions.

B.4.1.4 V+ and V- thresholds (modes higher than 4 only)

CRC errors may occur in some systems operating at Ultra DMA modes higher than 4 if the thresholds are too
low and crosstalk occurs that exceeds the threshold. This may cause a zero to be strobed as a one. CRC
errors due to excessive skew and setup or hold violations may also occur when the thresholds are low and
negative going transitions beginning at beginning 5 V do not cross the threshold on the incident edge or its
first reflection. Other transfer errors have been observed that resulted from thresholds that were set too high.
A V+ minimum of 1.5 V was specified to ensure that with normal levels of crosstalk, bounce, and ringing at
Vi, the low-to-high threshold is not crossed. A V- maximum of 1.5 V was specified to ensure that with normal
levels of crosstalk, bounce, and ringing at Vi, the high-to-low threshold is not crossed. The minimum V- was
set above the maximum V;_level of 0.8 V to be consistent with thresholds centered on 1.5 V and a maximum
V+of 2.0 V.

The average between the V+ and V- thresholds has also been specified with Vrprave. This value is used to
ensure that the thresholds remain centered at 1.5 V. Shifting in the thresholds from center results in larger
skew on rising verses falling inputs. Some shift is allowed to account for threshold shifts due to voltage,
process, and temperature variation but less than would be allowed by the V+ and V- minimum and maximum
specifications themselves. The specified Vryrave Value ensures that, with linear and symmetric rising and
falling edges that cross 1.5 V at the same time once the first threshold is crossed, the other edge will be no
more than 400 mV from its actual switching threshold.

B.4.1.5 Hysteresis (Vuys) (modes higher than 4 only)

Hysteresis on STROBE and DD(15:0) inputs is required so that small amounts of noise on the signal do not
cause input data capturing logic or the CRC value generation logic to double clock. Cases where the wrong
CRC value is generated but the correct data is captured have been observed that resulted from double
clocking of the CRC generator. Cases where the correct CRC value was generated but the wrong data was
captured due to lack of hysteresis on the STROBE input have also been observed. Hysteresis on DD(15:0)
decreases crosstalk and improves noise immunity.
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B.4.2 AC characteristics

High levels of ringing and crosstalk on the interface are due to the AC characteristics of the sender. While
additional DC characteristics have been defined so that recipients are more tolerant of high crosstalk and
ringing, requirements have been added to reduce generation of these by the sender for Ultra DMA modes
higher than 4. This provides more margin, higher reliability, and better compatibility with older components
that do not meet the Ultra DMA mode 5 and higher electrical specifications.

B.4.2.1 Sgise2 and SgaL2 (modes higher than 4 only)

Maximum slew rate is defined for Ultra DMA mode 4 with Sgise and Sga . However, it was determined that
these maximums were not sufficient to reduce crosstalk to levels where victim signals maintain guaranteed
low or high states. Simulations and data from many Ultra DMA mode 4 systems was used to determine the
maximum slew rate for modes higher than 4, which is lower than for modes 0 through 4. The values for
Srise2 and Sga 2 Were chosen to prevent the crosstalk from exceeding 800 mV at Vo, .

B.4.2.2 Vpsso and Vysso (modes higher than 4 only)

Restricting the slew rate only is not sufficient to reduce the crosstalk maximum. Following good layout
practices, like the guidelines in this document, and using I/O cells with sufficient power and ground pins for
the maximum current and change in current that occurs during a transition is also important. Vpsso and Vysso
measure crosstalk from the sender’s IC through the sender’s connector during a simultaneously switching
output (SSO) condition. This accounts for the majority of crosstalk in a system. Since the host typically
requires longer trace lengths than devices, the Vysso value is larger. A sender that meets this SSO maximum
and the maximum slew rate should not produce excessive crosstalk at the recipient for a recipient that also
meets its SSO maximum as a sender.

B.4.2.3 Ciaiio (modes higher than 4 only)

This is the ratio between the STROBE input capacitance and input capacitance of data signals. Sometimes
different I/O cells are used for STROBE than for the bi-directional data lines, or additional loading is placed on
some of the data lines. Under these conditions, the RC time constant of data input lines through the series
termination could be very different than the time constant of the STROBE input. This could generate a large
skew between data and STROBE. The C,4, value was defined to reduce the chance of high skew due to
large loading variation and to encourage the use of the same 1/O cell for STROBE and DATA inputs.

B.5 Ultra DMA timing and protocol

B.5.1 Ultra DMA timing assumptions

B.5.1.1 System delays and skews

Many of the system delays and skews used to determine timing specifications for Ultra DMA modes 0
through 4 were also used to determine mode 5 timing specifications. However, more stringent specifications
on IC electrical characteristics are required to operate at the transfer rate of modes higher than 4. This
resulted in improvements in the specifications. These improvements apply to any Ultra DMA mode at which
an Ultra DMA mode 5 or higher capable host or device is operating, but are noted separately in the following
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for operation at modes higher than 4. Timing values are also included for some cases where a single device
at the end of the cable provides additional improvement.

Source termination resistor delays

Min rising source transition delay = 0.34 ns (1.9 ns for modes higher than 4)
Min falling source transition delay = 0.23 ns (1.9 ns for modes higher than 4)
Max falling source transition delay = 2.61 ns (2.7 ns for modes higher than 4)

Recipient termination resistor delays

Max rising recipient transition delay = 0.12 ns
Max falling recipient transition delay = 0.12 ns

Transmission skews and delays

All skew values are the STROBE delay minus the data delay. The value for maximum negative skew is the
minimum STROBE delay minus the maximum data delay for a worst-case system configuration. The value
for maximum positive skew is the maximum STROBE delay minus the minimum data delay for a worst-case
system configuration. The worst case system configurations were determined through simulation and include
all possible system configurations that meet the requirements of the standard. Included in these values are
skew due to variation in PCB trace length, PCB trace impedance, recipient component 1/O capacitance,
sender and recipient series termination, pattern, and common mode capacitance. Unless otherwise noted,
timings are measured at 1.5 V.

Sender’'s component I/O to recipient's component I/O actual thresholds max negative skew = -5.99 ns
(-4.34 ns for mode 5 and -3.6 ns for mode 6)

Sender’s component I/O to recipient’s connector max negative skew = —3.98 ns (-2.69 ns for mode 5, -
2.29 ns for mode 6, -1.72 ns for mode 5 with single device only at the end of the cable, and -1.31 ns
for mode 6 with single device only at the end of the cable)

Sender’'s component 1/O to recipient’'s component I/O actual thresholds max positive skew = 5.38 ns
(3.83 ns for mode 5, 3.06 ns for mode 6)

Sender’s component I/O to recipient’s connector max positive skew = 3.42 ns (1.83 ns for mode 5, 1.43
ns for mode 6, 1.11 ns for mode 5 with single device only at the end of the cable, and 0.71 ns for
mode 6 with single device only at the end of the cable)

Sender’s component I/O to recipient’s component I/O maximum delay = 6.2 ns
For Ultra DMA modes 0, 1, and 2 using a 40-conductor cable, an additional -70, -36, and -22 ns are included
in the two maximum negative skew values listed above to account for long data settle time due to crosstalk

and ringing. The maximum positive skew values are not affected since the crosstalk and ringing on STROBE
is not sufficient to increase its settle time.

B.5.1.2 IC and PCB timings, delays, and skews

It is recommended that the timing values shown in this clause be met but they are only an example of timing
values that result in a system that meets all requirements for Ultra DMA specified in the standard. A system
that does not meet one or more of the timing values below may be able to meet all timing requirements by
producing other timing values more stringent than those shown below.

Possible clocks for bus timing and their characteristics

All frequencies are assumed to have 60 / 40 % asymmetry (worst case)

25 MHz (supports modes 0 and 1)
Typical Period = 40 ns
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Clock variation =1 %

30 MHz (supports modes 0, 1, and 2)
Typical Period = 33.3 ns
Clock variation =1 %

33 MHz (supports modes 0, 1, and 2)
Typical Period = 30 ns
Clock variation = 1 %

50 MHz (supports modes 0, 1, 2, and 3)
Typical Period = 20 ns
Clock variation = 3.5 %

66 MHz (supports modes 0, 1, 2, 3, and 4)
Typical Period = 15 ns
Clock variation = 3.5 %

100 MHz (supports mode 0, 1, 2, 3, 4, and 5)
Typical Period = 10 ns
Clock variation = 4.0 %

133 Mhz (supports mode 0,1, 2, 3, 4, 5, and 6)
Typical Period = 7.5 ns
Clock variation - 3.0 %

PCB traces

The PCB trace skew value is based on 2.5 ns/ft propagation delay, 10 inch maximum host trace length, 2.5
inch maximum device trace length, and data trace lengths being +/- 0.5 inch STROBE trace lengths.

Max PCB trace skew = 0.1 ns
Max PCB trace delay = 2.1 ns

IC inputs

The input delay value includes values for bond wire, buffer, routing, and logic component delay between the
input to the IC and the flip-flop that first latches the data. Input delay is measured from 1.5 V and includes the
delay between 1.5 V and the input's threshold.

The value for input skew is either positive or negative depending on the direction of the STROBE and data
transitions. This value is the difference in STROBE signal delay from the input switching threshold to the
internal flip-flop that first latches data and data delay from the input switching threshold to the same flip-flop.
The routing component of skew that accounts for about 30 % of the value listed here is systematic (i.e.,
always the same polarity in a system implementation) and could be either positive or negative.

Min input slew rate for testing = 0.4 V/ns

Max input delay =5.5 ns (4.0 ns for modes higher than 4)

Max input skew = 2.45 ns (1.35 ns for modes higher than 4)

Max input skew from 1.5 V to actual thresholds with linear 0.4 V/ns input = 1.75 ns (1.0 ns for modes
higher than 4)

IC outputs

Output delay is from the internal active clock edge that generates an output transition until the time that the
transition crosses 1.5 V at the associated component 1/O of the IC.

Max output disable delay is from the internal enable negation of an 1/O output until the time that the signal is
released at the component /0.
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Single component I/O output skew is the difference in delay of rising and falling edges on a single output.
This single component 1/0 skew does include skew due to noise that may be present on the signal in a
functional system. It may be positive or negative depending on the direction of the STROBE and data
transitions.

Output skew is the difference in the output delay of the active STROBE and the output delay of any data
transition that occurs within cycle time before or after the STROBE transition. This timing is met under all
expected loading conditions and starting voltages. This timing is the combination of:

— single component I/O output skew,

— skew due to output routing differences between all data and STROBE signals,

— skew due to process, temperature, and voltage variation between all data and STROBE signals at
the moments when transitions are generated,

— skew due to clock routing to all data and STROBE logic that generates output transitions, and

— skew due to supply bounce differences that may occur between the transitions being compared.

As with the single component I/O output skew, this skew may be positive or negative depending on the
direction of the STROBE and data transitions. Some of the components of this skew (i.e. differences in
routing) may be systematic but could be either positive or negative so are included in derivations using either.

Max output delay = 14 ns

Max output disable delay = 10 ns

Max single component I/O output skew = 2.5 ns (2.33 ns for mode 5, 1.54 ns for mode 6)
Max output skew = 5.4 ns (3.85 ns for mode 5, 2.28 ns for mode 6)

Max output skew to support modes 0 and 1 with a 25 MHz clock = 5.0 ns
Max output skew to support modes 0, 1, and 2 with a 50 MHz clock = 5.2 ns
Max output skew to support mode 4 with a 30 or 33 MHz clock = 2.8 ns

Noise skew = 0.45 ns (0.33 ns for mode 5, 0.29 ns for mode 6). Noise skew is part of the output skews
above. It is also listed here so that the noise skew contribution can be removed from timings
defined at the sender IC. However, this is intended to be used only for simulations that will not
include high frequency noise coupled into the traces and cable. Noise skews for Ultra DMA
modes 4 and higher are based on peak-to-peak noise of 0.18 V and 0.13 V respectively and a
minimum slew rate of 0.4 V/ns except for mode 6 where a minimum 0.45 V/ns is assumed.

Up to 3 ns of additional output delay may be needed for data compared to STROBE in cases that use 30 and
33 MHz clocks to support Ultra DMA modes 0, 1, and 2. With these clocks, the data is held by a half cycle,
and a minimum half cycle is not sufficient to meet the output hold time given the output skews listed above.
An additional delay on data would insure that the required hold time is met even with a short half clock cycle.
Alternatively, improvements in output skew beyond those listed above could also allow the output hold time to
be met with a short half clock cycle.

IC flip-flops

The setup and hold times listed here are intended to represent only the flip-flops inside an IC that latch data.
Timing is assumed from the inputs of the flip-flop.

Min flip-flop setup time = 0.5 ns (0.2 ns for modes higher than 4)
Min flip-flop hold time = 0.5 ns (0.2 ns for modes higher than 4)

B.5.2 Ultra DMA timing parameters

System timings for all Ultra DMA modes are measured at the connector of the sender or receiver to which the
parameter applies. Internally the IC accounts for input and output delays and skews associated with all
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signals getting from the connector to the internal flip-flop of the IC and from the flip-flop of the IC to the
connector.

Timings as listed in the body of the specification were derived using the formulas listed below and the timing
assumptions give above. All applicable clocks were evaluated for each timing parameter and the worst-case
value was used in the body of the standard. It is recommended that the system designer re-derive all timings
based on the specific characteristics of the internal clock, IC, and PCB that are to be used to confirm that
timing requirements are met by that implementation.

B.5.2.1 Typical average two-cycle time (tacycryp)

This is the typical sustained average time of STROBE for the given transfer rate from rising edge to rising
edge or falling edge to falling edge measured at the recipient’s connector.

B.5.2.2 Cycle time (tcyc)

This is the time allowed for STROBE from rising edge to falling edge or falling edge to rising edge measured
at the recipient’s connector. This timing accounts for STROBE and internal clock variation. The formula for
the minimum value is:

+ (Number of clock cycles to meet minimum typical cycle time with a minimum cycle time due to
clock variation) * (clock cycle time)
- Max single component I/O output skew

teye should be measured at the recipient connector at the end of the cable. Measurement of this parameter
at the sender connector is obscured by reflections on the bus.

B.5.2.3 -cycle time (tacyc)

This is the time for STROBE for the given transfer rate from rising edge to rising edge or falling edge to falling
edge measured at the recipient’s connector. Since this timing is measured from falling edge to falling edge or
rising edge to rising edge of STROBE, asymmetry in rise and fall time has no affect on the timing. Clock
variation is the only significant contributor to t2¢y¢ variation. The formula for the minimum values is:

+ (2 * (Number of clock cycles to meet minimum typical cycle time with a minimum cycle time due to
clock variation percent) * (clock cycle time))

B.5.2.4 Data setup time (tps)

This is the data setup time at the recipient. Since timings are measured at the connector and not at the
component I/O, consider the effect of the termination resistors and traces when generating this number.
Depending on the direction of the data signal and STROBE transitions, the skew between the two changes in
both the positive and negative directions. A longer data signal delay will reduce the setup time, and a longer
STROBE delay will increase the setup time.

In order to meet the input skews given above, minimize the number of buffers or amount of logic between the
incoming signals and the input latch or flip-flop. This may require the data input buffers to be routed directly
to the input latch with no delay elements and the STROBE signal to be routed directly from its input buffer to
the input latch clock with no delay elements.
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The internal latch or flip-flop has a non-zero setup and hold time. tps is sufficient to insure that the setup time
of the flip-flop is met. The minimum setup required at the threshold of the component 1/O is:

+ Max input skew
+ Min flip-flop setup time

The formula for the value at the recipient’'s component I/O based on the timings given in Clause B.4 is:

+ (Number of clock cycles to meet typical cycle time with a minimum cycle time due to clock
variation) * (clock cycle time)

— (Number of clock cycles used to hold data with a minimum cycle time due to clock variation or with
a minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

+ Sender’s component I/O to recipient’s component 1/O actual thresholds max negative skew

In order to meet both setup and hold times over process, temperature, and voltage, clock edges rather than
gate delays are used to generate the hold time. The assumption is made that one 50 or 66.7 MHz clock cycle
or half of a 33 MHz or slower clock cycle has been used to hold data within the sender IC.

After it is shown that the sender is producing a setup time that meets the requirement of the recipient, the
specification for setup time at the recipient connector produced by the sender is determined as follows. The
tps values in the specification were based on the results of the following formula using all possible clocks for
the modes they support. The tps value for mode 5 was defined for a single device only located at the end of
the cable in order for best determination of system margin during validation. A value for two devices attached
to the cable is determined with the timings given above.

+ (Number of clock cycles to meet typical cycle time with a minimum cycle time due to clock
variation) * (clock cycle time)

— (Number of clock cycles used to hold data with a minimum cycle time due to clock variation or with
a minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

+ Sender’s component I/O to recipient connector max negative skew

B.5.2.5 Data hold time (tpp)

This is the data hold time at the recipient. This time is sufficient to insure that the hold time of the internal flip-
flop is met. The longest STROBE delay and shortest data delay is the worst case for hold time. The analysis
is similar to the one for tps above. The minimum hold required at the component I/O at its threshold is:

+ Maximum input skew
+ Minimum flip-flop hold time

The formula for the value at the recipient’'s component I/O based on the timings given above is:

+ (Number of clock cycles used to hold data with a minimum cycle time due to clock variation or with
a minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

— Sender’'s component I/O to recipient’s component I/O actual thresholds max positive skew

After it is shown that the sender is producing hold time that meets the requirement of the recipient, the
specification for hold time at the recipient connector produced by the sender is determined as follows. The
tpn values in the specification were based on the results of the following formula using all possible clocks for
the modes they support. The tpy value for mode 5 was defined for a single device only located at the end of
the cable in order for best determination of system margin during validation. A value for two devices attached
to the cable is determined with the timings given above.
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— (Number of clock cycles used to hold data with a minimum cycle time due to clock variation or with
a minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

— Sender’s component I/O to recipient connector max positive skew

B.5.2.6 Data valid setup time (tpys)

This is the data valid setup time measured at the sender’s connector. This timing is measured using a test
load with no cable or recipient. This is the timing that, if met by the sender, will insure that the data setup time
is met at the recipient. It is important that this timing be met using capacitive loads from 15 to 40 pf to ensure
reliable operation for any system configuration that meets specification.

In the case of Ultra DMA modes 0, 1, and 2, long data settle times occur due to crosstalk in the cable and on
the PCB, and the ringing frequency of the system. For modes above 2, there is little or no margin for ringing
on the cable. For these modes, the 80-conductor cable assembly that reduces the crosstalk between signals
is required so that crosstalk and ringing are reduced to a level that does not cross the input switching
thresholds during data setup or hold times. Modes 3 and 4 timing requirements were derived to be met with
the same input and output timing characteristics as a system supporting Ultra DMA mode 2. Since the
formulas presented for tps show that sufficient setup time is produced with the given system timings, using
those same timings in the formula below will produce tpys values that also represent sufficient timing for the
system. An achievable value for tpys is calculated as follows:

+ (Number of clock cycles to meet minimum typical cycle time at the minimum cycle time due to clock
variation) * (clock cycle time)

— (Number of clock cycles used to hold data at the minimum cycle time due to clock variation or at
the minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

— Max PCB trace skew

— Max falling source transition delay

+ Min rising source transition delay

B.5.2.7 Data hold time (tpyn)

This is the data valid hold time measured at the sender’'s connector. This timing is measured using a test
load with no cable or recipient. This is the timing that, if met by the sender, will insure that data hold time at
the recipient is met. It is important that this timing be met using capacitive loads from 15 to 40 pf to insure
reliable operation for any system configuration that meets specification.

Since the formulas presented for tpy show that sufficient hold time is produced with the given system timings,
using those same timings in the formula below will produce tpys values that also represent sufficient timing for
the system. An achievable value for tp is calculated as follows:

+ (Number of clock cycles used to hold data at the minimum cycle time due to clock variation or at
the minimum cycle symmetry if a half cycle is used) * (clock cycle time)

— Max output skew

— Max PCB trace skew

— Max falling source transition delay

+ Min rising source transition delay

B.5.2.8 CRC word setup time (tcs) (modes higher than 4 only)
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For Ultra DMA modes 0 through 4 the value for tcs is the same as the value for tps. The formula and details
used to determine tcg are identical to the ones used to determine tps. In order to determine the value for tcg
for modes higher than 4, Ultra DMA mode 4 output, system, and input skew values are used rather than the
mode 5 or 6 values. This is because DMACK- is used to strobe the CRC word rather than HSTROBE. Host
system designers sometimes pay very close attention to the skew between HSTROBE and DD(15:0). The
secondary function of DMACK- is as a clock for the CRC word. On the device, flip-flops to capture data will
be carefully placed to minimize skew between incoming data and HSTROBE. Rather than require the device
to add the additional flip-flops needed to capture the CRC word with respect to the DMACK- signal, the value
for tps for Ultra DMA mode 4 is specified.

B.5.2.9 CRC word hold time (tcy) (modes higher than 4 only)

For Ultra DMA modes 0 through 4 the value for tcy is the same as the value for tpy. The formula and details
used to determine tcy are identical to the ones used to determine tpy. In order to determine the value for tcy
for modes higher than 4, Ultra DMA mode 4 output, system, and input skew values are used rather than the
mode 5 or 6 values. This is because DMACK- is used to strobe the CRC word rather than HSTROBE. Host
system designers sometimes pay very close attention to the skew between HSTROBE and DD(15:0). The
secondary function of DMACK- is as a clock for the CRC word. On the device, flip-flops to capture data will
be carefully placed to minimize skew between incoming data and HSTROBE. Rather than require the device
to add the additional flip-flops needed to capture the CRC word with respect to the DMACK- signal, the value
for tpy for Ultra DMA mode 4 is specified.

B.5.2.10 CRC word valid setup time (tcys) (modes higher than 4 only)

For Ultra DMA modes 0 through 4 the value for tcys is the same as the value for tpys. The formula and details
used to determine tcys are identical to the ones used to determine tpys. In order to determine the value for
tevs for modes higher than 4, Ultra DMA mode 4 output, system, and input skew values are used rather than
the mode 5 or 6 values for reasons given in the description for tcs. If specified to be the same value for mode
5 as that specified for mode 4, tcys for mode 5 would be less than the time of one 100 MHz clock cycle.
Though a single system clock cycle was sufficient for tcys for mode 4, consideration of all output skews
demonstrates that the mode 4 setup time is not met with a single 100 MHz clock cycle. The value for modes
5 and 6 tcys was set to 10 ns in an attempt to force host IC designers to hold the CRC value for two cycles in
modes 5 and 6 rather than mistakenly assuming one would do.

B.5.2.11 CRC word valid hold time (tcyn) (modes higher than 4 only)

For Ultra DMA modes 0 through 4 the value for tcyy is the same as the value for tpyy. The formula and
details used to determine tcyy are identical to the ones used to determine tpyy. In order to determine the
value for tcyy for modes higher than 4, Ultra DMA mode 4 output, system, and input skew values are used
rather than the mode 5 values for reasons given in Clause B.5.2.9 If specified to be the same value for mode
5 as that specified for mode 4, tcyy for mode 5 would be less than the time of one 100 MHz clock cycle.
Though a single system clock cycle was sufficient for tcyy for mode 4, consideration of all output skews
demonstrates that the mode 4 setup time is not met with a single 100 MHz clock cycle. The value for mode 5
and 6 tcyy was set to 10 ns in an attempt to force host IC designers to hold the CRC value for two cycles in
modes 5 and 6 rather than mistakenly assuming one would do.

B.5.2.12 First DSTROBE time (tzrs) (modes higher than 4 only)

The protocol for every Ultra DMA mode relies on the fact that IORDY has a pull-up resistor at the host. It is
true, however, that if the device chooses to generate the first high-to-low transition by switching the driver
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from released to negated (as is allowed by the protocol for Ultra DMA modes less than 5) that transition could
have a longer delay than other high-to-low transitions. This is especially true in the case where there is an 1/O
buffer with a 3.3 V V4 level and a bus that is pulled up to 5 V. On subsequent high-to-low transitions, the
transition would start at or near 3.3 V instead of at or near 5 V, which would result in a shorter fall time and
better delay matching with the rising transition through the input thresholds.

In all modes less than mode 5, there is sufficient timing margin to use 5 V I/O cells. Many device and host
implementations for Ultra DMA mode 4 use 5 V V4 outputs. In the case of an output with a 5 V V, the
released-to-negated transition may have about the same delay as an asserted-to-negated transition. With a
5 V output 1/O cell having reasonable skew and a typical hold time of 15 ns, the first high-to-low STROBE
transition could be generated by going from released to negated while still meeting the hold time minimum.
The setup and hold timings for modes higher than 4 require much lower skews between rising and falling
edges than previous modes. It is therefore required that in those modes, the STROBE first falling edge start
at or near 3.3 V and is generated with an output that is settled.

The timing tzes minimum for modes higher than 4 requires the device to assert DSTROBE a specified time
before the first negation. When enabled high, I/O cells used for modes higher than 4 are required to pull the
bus down to a value at or near 3.3 V if the bus is higher than 3.3 V when enabled. Starting a negation from
being asserted at or near 3.3 V will provide better symmetry between negating and asserting transitions than
when starting at or near 5 V. /O cells may also have some internal transistors and reference settle times
after being enabled. If the first negation is generated by switching from released to negated, the transition will
not be as well controlled as one generated after the output has been asserted long enough to settle. For
modes higher than 4, DSTROBE must be asserted for the specified time before the first high-to-low transition
in order for that transition to start at or near 3.3 V and for that transition to have the same edge rate control
and delay as any other high-to-low transition. It should be noted that when DSTROBE is first asserted, it
must not produce any glitch that would pull the bus down below the host's V- threshold. In that case, the host
would incorrectly detect a DSTROBE transition.

In order to force the device to enable DSTROBE asserted before generating the first DSTROBE negation, the
tzrs timing parameter was added.

B.5.2.13 Data enabled to the first DSTROBE edge time (tpzrs) (modes higher than
4 only)

As described above, DSTROBE must be asserted for a sufficient time before first negation to provide good
timing and slew rate for that negation. DD(15:0) must also be driven for a sufficient time before the first
STROBE transition is generated for DD(15:0) to be settled long enough to meet the setup time and to
generate good edges after the required hold time. If DD(15:0) are enabled for the typical setup time before
the first STROBE transition, the setup time will not be met. As with DSTROBE, this is because a transition
generated from released to negated or asserted will have a longer delay than a transition generated from
negated to asserted or asserted to negated. The tpzrs timing for modes higher than 4 assumes a typical 10
ns hold time for DD(15:0) and, since this time is referenced to the STROBE transition, it assumes the same
delay for DD(15:0) from enabled to first transition as tyrs is for DSTROBE. For most cases, it is sufficient for
DD(15:0) to settle in time to meet the required setup time. However, if the released to asserted or released to
negated time is longer than about 10 ns, a longer enabled to first STROBE time is required in order to meet
tovs.

B.5.2.14 First DSTROBE time (tes)

This is the time for the device to first negate DSTROBE to clock the first word of data for a data-in burst after
the device has detected that the host has negated STOP and asserted HDMARDY-. This parameter is
measured from the when both STOP is negated and HDMARDY- is asserted at the device connector until the
first negation of DSTROBE at the device connector.
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Synchronization may be achieved with two flip-flops. After synchronization is achieved, data is driven on to
DD(15:0) and internal clock cycles counted to meet the minimum setup time before generating the first
DSTROBE transition. In order for an IC based on a 25, 30, or 33 MHz clock to meet trs, DD(15:0) must be
driven no later than 2.5 clock cycles after the control signal transitions. This could be achieved by
synchronizing with both edges of the system clock or by using only one edge to synchronize and then driving
data onto DD(15:0) on the next inactive edge of the clock after the signals are detected at the output of the
second synchronization flip-flop. With a 50 MHz clock, the first word of data must be driven out no later than
three cycles after the control transitions and with a 66 MHz clock, it may be four cycles. The formula for the
maximum trs timing is as follows:

+ Max falling recipient transition delay

+ Max PCB trace delay

+ Max input delay

+ Min flip-flop setup time

+ The time for two, three, or four clock cycles at the maximum period due to frequency variation to
synchronize the control signals and start the data transfer cycle. For 25, 30, and 33 MHz
systems, the data would be driven out one half cycle after the incoming signal is synchronized
since data is held one half cycle when using these clock frequencies and therefore sent on a half
cycle.

+ The time for as many cycles as required to meet the tpys minimum timing for the first word of data
at the maximum period due to frequency variation.

+ Max output buffer delay

+ Max PCB trace delay

+ Max falling source transition delay

B.5.2.15 Limited interlock time (t.)

The time is for limited interlock from sender to recipient or recipient to sender. This is the interlock time in the
Ultra DMA protocol that has a specified maximum. The value of t;; must be large enough to give a recipient
of the signal enough time to respond to an input signal from the sender of the signal. The derivation of t,, is
similar to that of trs since both involve the recipient of the signal responding to the control signal of the sender
of the signal. As with tes, the number of internal clock cycles that an IC may require before responding is
dependent on the frequency of the clock being used. For a 25 or 30 MHz clock, the maximum time to
respond is three cycles, for 33 MHz clock it is four, for a 50 MHz clock it is five, and for a 66 MHz clock it is
seven cycles maximum for modes 0 through 2. Modes 3, 4, 5, and 6 require a faster response time. For a
30 or 33MHz clock it is two cycles, for a 50 MHz clock it is three cycles and for a 66 MHz clock it is four clock
cycles maximum. The formula for the values of t,, is as follows:

+ Max falling recipient transition delay or max rising recipient transition delay

+ Max PCB trace delay

+ Max input delay

+ Min flip-flop setup time

+ The time for two, three, four, five, or seven clock periods (depending on clock used and modes
supported) at the maximum period due to frequency variation to synchronize the signals to the
internal clock and respond appropriately.

+ Max output buffer delay

+ Max PCB trace delay

+ Max falling source transition delay

B.5.2.16 Limited interlock time with minimum (tw))

This time is for the minimum limited interlock from sender to recipient. This timing insures that the respective
control signals are in their proper state before DMACK- is negated. It is important that STROBE and the
control signals are in their proper states because all signals revert to their non-Ultra DMA definitions at the
negation of DMACK-. If the signals are not in their proper state, the selected device or another device may
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incorrectly interpret a STROBE signal. For all control signals to be in their proper state and detectable at the
device before DMACK- is negated, ty, must exceed the sum of the following:

+ Sender’s component I/O to recipient's component I/O maximum delay
+ Max input delay
+ Min flip-flop setup time

The value calculated by the formula above for ty,, for all modes is under 14 ns. The specified value for this
timing allows for additional margin.

B.5.2.17 Unlimited interlock time (ty)

This interlock timing is measured from an action by a device to a reaction by the host. In order to allow the
host to indefinitely delay the start of a read or write transfer, this value has no maximum. The reason for this
parameter is to ensure that one event occurs before another, for this reason the minimum is set to zero. In
practice the host will take some non-zero positive time to respond to the incoming signal from the device.

B.5.2.18 Maximum driver release time (taz)

This is the maximum time that an output driver has to make the transition from being asserted or negated to
being released. During data bus direction turn around, the driver of DD(15:0) is required to release these
signal lines. For the beginning of a read burst, the host releases DD(15:0) before or on the same internal
clock cycle that it asserts DMACK-. For the end of a read burst, the device releases DD(15:0) before or on
the same clock cycle that it negates DMARQ. If the same clock is used, the maximum delay is calculated
using the following formula:

+ Max output skew
— Min falling source transition delay

The value calculated by the formula above for ty, for all modes is under 6 ns. The specified value for this
timing allows for additional margin.

B.5.2.19 Minimum delay time (tzan)

This is the minimum time that the host waits after the negation of DMARQ at the termination of a data-in
transfer to begin driving data onto DD(15:0) for the purpose of transferring the CRC word to the device. In
this case the device is allowed to continue driving DD(15:0) for a maximum of t,, after the DMARQ negation.
The host is required to wait ;a4 after the DMARQ negation to drive the data. Skew on the cable is the major
factor to consider here and a longer data delay than DMARQ delay (i.e., max negative skew) is the worst
case. For modes using a 40-conductor cable, the component of maximum negative skew associated with
data settle time as described above should not be included since DD(15:0) is being released for this timing.
To avoid bus contention, this value is calculated using the following formula:

+ Max specified taz
- Sender’s component I/O to recipient’'s component I/O actual thresholds max negative skew

The value calculated by the formula above for t;ay is under 17 ns in all cases. The specified value for this
timing allows for additional margin.
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B.5.2.20 Minimum driver assert/negate time (tzap)

This is the minimum time after STOP is negated or HDMARDY- is asserted (whichever comes later) that a
device drives DD(15:0) at the initiation of a data-in burst. This is when DD(15:0) are changed from host
driving or released to device driving.

The STOP negation and HDMARDY- assertion are required by the standard to meet tgyy timing that is a
minimum of 20 ns from the point where the host releases DD(15:0). No additional delay is necessary based
on the tyay evaluation that is applicable to the conditions of this timing. The device waits for STOP to be
negated and HDMARDY:- to be asserted and then may start driving DD(15:0).

The use of STOP negated and HDMARDY- asserted guarantees that a system failure will not occur leaving
the host in a Multiword DMA mode and the device in an Ultra DMA mode. STOP is the same signal line as
DIOW-, and HDMARDY- is the same signal line as DIOR-. The Multiword DMA protocol never allows
assertion of both DIOW- and DIOR- at the same time. The negation of STOP and assertion of HDMARDY- is
equivalent to both DIOW- and DIOR- being asserted. Since the device requires both signals to be in this
state before driving DD(15:0), it insures that the host is in an Ultra DMA mode and not a Multiword DMA
mode and has released DD(15:0).

Even though tzap has a 0 ns minimum for all modes, in practice, most devices will take two flip-flop delays to
synchronize the incoming STOP and HDMARDY- transitions making the ty,p time dependant on the clock
frequency used by the device. Since DD(15:0) are driven long enough before the first STROBE to meet the
setup time requirement, this synchronization time has been taken into account in the tr5 derivation above.

B.5.2.21 Envelope time (teny)

This time is from when the host asserts DMACK- until it negates STOP and asserts HDMARDY- at the
beginning of a data-in burst, and the time from when the host asserts DMACK- until it negates STOP at the
beginning of a data-out burst. Since tgyy only applies to outputs from the host, the timings are synchronous
with the host clock. Based on an argument similar to the one for ty,, in Clause B.5.2.16, the minimum for tgyy
is 20 ns. This insures that all control signals at all the devices are in their proper (non-Ultra DMA mode)
states before DMACK- is asserted and are sensed as changing only after DMACK- has been asserted. The
20 ns accounts for cable and gate skew between DMACK- and the control signals on device inputs. Since
tenv involves synchronous events only and an increase in tgyy reduces the performance of the specification, a
maximum is specified.

Enough internal clock cycles are used between the assertion of DMACK- and the other control signals to
insure tgyy Minimum is met. For a 25, 30, or 33 MHz clock this is a single cycle, for 50 or 66 MHz clocks this
is two cycles. The following formula is used to verify that the minimum tgyy, value of 20 ns is met by any
particular system implementation:

+ (One or two host clock cycles (depending on frequency used) at the minimum period due to
frequency variation to delay control signals inside the IC) * (clock cycle time)

- Max output skew

- PCB trace skew

- Max falling source transition delay

+ Min falling source transition delay

The minimum is achieved by using the number of clock cycles specified above for each possible frequency.
Based on the number of clock cycles needed to meet the minimum, reasonable maximums for tgyy are
determined. Rather than limiting the possible cycles to generate tgyy, the following assumption was made:
for a 25 or 30 MHz clock a single cycle is used; for a 33 or 50 MHz clock a maximum of two cycles is used;
and, for a 66 MHz clock a maximum of three clock cycles is used. Using these numbers of cycles, the
formula to determine the maximum tgyy is as follows:
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+ (One, two, or three cycles (depending on frequency used) at the maximum period due to frequency
variation to delay control signals inside the IC) * (clock cycle time)

+ Max output skew

+ PCB trace skew

+ Max falling source transition delay

— Min falling source transition delay

It may be possible that fewer or more clock cycles are used with some frequencies given reduced output
skew. If the AC timing characteristics described above are just met, the following number of clock cycles for
the internal IC delay to meet tgyy minimum and maximum values are used.

1) with 25 MHz, delay is one cycle

2) with 30 MHz, delay is one cycle

3) with 33 MHz, delay is one or two cycles

4) with 50 MHz, delay is two cycles

5) with 66 MHz, delay is two or three cycles (only two for modes above 2)
6) with 100 or 133 MHz, delay is three cycles

B.5.2.22 STROBE to DMARDY- time (tsgr)

If DMARDY- is negated before this maximum time after a STROBE edge, then the recipient will not receive
more than one additional STROBE (i.e., one more word of valid data). This timing is applicable only to
modes 0, 1, and 2 because the transfer rate of modes 3 and higher is too high to insure that only one
additional STROBE will be sent after DMARDY- is negated.

Though there is no known implementation of the following method, this timing could be met by the recipient
through the synchronization of the outgoing DMARDY- negation and the incoming STROBE signal from the
sender. Design complexity would be added with little advantage. For this reason tsg was removed from the
timing table. The asynchronous negation of DMARDY- with respect to the incoming STROBE is the preferred
implementation. In this implementation, the negation of DMARDY- for pauses would be controlled by the
state of the FIFO. Once a near-full condition occurs, DMARDY- could be negated. There is no advantage
toward FIFO size in trying to meet tsg since synchronizing the outgoing DMARDY- signal with the incoming
STROBE requires an additional STROBE to occur after a FIFO near-full condition is detected before the
DMARDY- can be negated. If the asynchronous method is selected as recommended, then the recipient will
always be ready for the maximum number of words allowed after it negates DMARDY-.

B.5.2.23 DMARDY- to final STROBE time (tgres)

This is the maximum time after DMARDY- is negated after which the sender will not transmit any more
STROBE edges (i.e., no additional valid data words). This timing gives the sender time to detect the negation
of DMARDY- and respond by not sending any more STROBES. The tges time may affect the number of
words transferred.

Since tres involves a response to a request for a pause, the sender needs to stop sending data as soon as
practical. An example of an input synchronization method is to use two flip-flops where the first is clocked on
the active edge of the internal clock and the second on the unused (inactive) edge of the clock. The action to
stop the STROBE signal would be taken on the next active clock edge (i.e., if there had been a STROBE
scheduled for that edge it would not be sent). In this example a half cycle of the clock gives adequate time to
avoid metastability while synchronizing the signal. The following timing diagram shows one possible case:
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Figure 111 - DMARDY- to final STROBE tRFS synchronization

Figure E.30 shows the range of possible STROBE to DMARDY- transition relationships and the possible
synchronization flip-flop responses. When a 66 MHz or higher clock frequency is used, two clock periods
may be used to synchronize the data as long as no STROBE edge is sent on the subsequent clock edges
until the transfer is resumed.

The tges time may be the longest when the DMARDY- transition occurs before an internal clock cycle, but,
due to skews and missed setup time, the transition is not clocked into the first flip-flop until the next clock (the
dotted line transition on FF1 and later on FF2). When this happens one clock cycle before a STROBE
transition is generated (as shown by the left tzes range marker near the middle of the DMARDY- transition
range in the diagram above), the next STROBE transition will occur (as shown in dotted lines). For all other
cases, the trrs time will be shorter. The maximum tges is calculated using the following formula:

+ Max rising recipient transition delay

+ Max PCB trace delay

+ Max input delay

+ Min flip-flop setup time

+ (One or two clock cycles at the maximum system clock period due to frequency variation for
synchronization) * (clock cycle time)

+ Max output delay

+ Max PCB trace delay

+ Max falling source transition delay

B.5.2.24 DMARDY- to pause time (trp)

This is the minimum time after DMARDY- is negated after which the recipient may assert STOP or negate
DMARQ-. After this time the recipient will not receive any more STROBE edges (i.e., no additional valid data
words). STROBE edges may arrive at the recipient until this time. Since this time parameter applies to the
recipient only as the recipient waits for STROBES, the parameter is measured at the recipient connector.
Because of this, the output delay of DMARDY- from inside the IC to the connector and the input delay of a
STROBE edge from the connector to the associated internal IC flip-flop are considered.

There are two ways to determine the tgp minimum. One method is to consider how long it will take from the
negation of DMARDY- at the recipient for the sender to see the negation and become paused. This would
involve synchronizing DMARDY- as it is done for tgrs, and then taking one more system clock cycle to change
the state of the state machine to a paused state. Using this method, the minimum time is calculated using
the following formula:

+ Sender’s component I/O to recipient’'s component I/O maximum delay
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+ Max input delay

+ Min flip-flop setup time

+ (Two or three clock cycles (depending on clock used) at the maximum period due to clock
frequency variation) * (clock cycle time)

A second method to calculate this value is to consider how long it might take for the last STROBE to be
detected after negating DMARDY-, and make sure tgrp is long enough so that the internal assertion of STOP
occurs after the last STROBE has latched the last word of data. This method is applied in the following
formula:

+ Sender’s component I/O to recipient’s component I/O maximum delay
+ Maximum tgrs for mode

+ Sender’s component I/O to recipient’s component I/O maximum delay
+ Max input delay

+ Min flip-flop setup time

Using both of the above, it may be shown that tzp is met given the tres requirement and is sufficient to receive
the last STROBE for all modes with all clock frequencies. All of the values are measured at the connector,
and the time to wait internal to the IC will be longer than the value of tgp. For higher frequency clocks, the
internal delay may need to be more than one clock cycle longer than the value of tgp in order to account for
total output and input delays.

B.5.2.25 Maximum IORDY release time (tiorpyz)

This is the maximum time allowed for the device to release IORDY:DDMARDY-:DSTROBE at the end of a
burst. The torpyz time allows IORDY to be asserted immediately after DMACK- is asserted. DMACK- being
asserted may be used to enable the IORDY output. As soon as the DMACK- is negated, the component 1/O
cell will be released. For this implementation, the following formula determines the maximum t,orpyz:

+ Max falling recipient transition delay

+ Max PCB trace delay

+ Max in delay (in this case to enable IORDY)
+ Max output disable delay

+ Max trace delay

B.5.2.26 Minimum IORDY assert time (tziorpy)

This is the minimum time allowed for the device to assert IORDY:DDMARDY-:DSTROBE when the host
asserts DMACK- at the beginning of a burst.

When STOP is negated and HDMARDY- is asserted, it is important that the IORDY:DDMARDY-:DSTROBE
signal be electrically high (DSTROBE asserted or DDMARDY- negated). This could be achieved by the
device driving the IORDY:DDMARDY-:DSTROBE signal, but it also occurs when this signal is released by the
device because of the pull-up at the host required by the standard. Since the correct state of
IORDY:DDMARDY-:DSTROBE occurs when it is released, no maximum tzorpy IS required. As with some
other timings having no maximum defined, the state of this signal will eventually be changed as governed by
other timing parameters.

For Ultra DMA, DDMARDY-:DSTROBE is only driven during a data burst. At the initiation of a data-in burst,
the device may wait until the time to generate the first DSTROBE and enable DSTROBE in a negated state.
The device may wait t;orpy then assert DSTROBE and, for the first data transfer, the device would negate
DSTROBE. In both cases the host sees a negation for the first DSTROBE. The first STROBE of a burst is
never a low-to-high transition. At the initiation of a data-out burst, the device waits until ready before
asserting DDMARDY-. If the device does not use this implementation, it waits tz;orpy then negates
DDMARDY- (i.e., drives it electrically high). Then, to signal that the device is ready to receive data, the
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device may negate DDMARDY-. Both implementations are equivalent since the negated state of this signal
will appear the same to the host as the released state.

Since this timing was defined for the sole purpose of requiring DMARDY- to be asserted before IORDY is
driven, the minimum value for this timing in all modes is 0 ns.

B.5.2.27 Setup and hold before DMACK- time (tack)

The tack value is defined for the setup and hold times before assertion and after negation of DMACK-. It is
applied to all control signals generated by the host related to an Ultra DMA burst. These signals are STOP,
HDMARDY-, HSTROBE, CS1-, CS0-, and DA(2:0). The burst begins with the assertion of DMACK- and ends
with the negation of DMACK-. For this burst period, all control signals start, remain, and end in specific states
as defined by the protocol. Since there may be some skew between signals from the host to the device due
to transmission and component I/O circuitry effects, the host is required to set up all the control signals before
asserting DMACK-. This insures that by the time all the signals reach the device, they will all be in the proper
state when DMACK:- is asserted. Using tack as the hold time for the signals after the negation of DMACK-
insures that at the termination of the burst, the control signals as seen by the device are in the proper states.
This avoids any device state machine confusion. Based on the same analysis used for ty,;, the minimum for
tack IS 20 ns.

B.5.2.28  STROBE to DMARQ/STOP time (tss)

This is the minimum time after a STROBE edge before a device as a sender negates DMARQ or a host as a
sender asserts STOP to terminate a transfer. This time is to allow at least one recipient clock cycle between
the last STROBE and the termination signal to avoid the possibility of a race condition between the two
events and ensure the last word is seen as valid by the recipient. The formula used to determine tsg
minimum is:

+ Sender’s component I/O to recipient’s component I/O actual thresholds max positive skew
+ Max input skew
+ (One recipient clock cycle at the maximum period due to frequency variation) * (clock cycle time)

For modes 0 and 1, a 25 MHz recipient clock is assumed and for all other modes a 30 MHz recipient clock is
assumed. While the value specified could have been lower for modes using 30 MHz or higher clock
frequencies, tss is specified to be the same value for all modes for extra margin.

B.5.2.29 Data setup time at IC component (tpsic) (modes higher than 4 only)

This parameter defines the minimum setup time at the input to the recipient’s IC given linear 0.4 V/ns
transitions on DD(15:0) and STROBE through 1.5 V. ltis included so that IC designers will have an explicit
recipient setup time to be simulated during the design phase that will result in a functional system. The
formula and details used to determine tpgc are identical to the ones used to determine tps above except for
the following. First, the IC-to-IC skew is used rather than IC-to-connector skew as in tps. Second, since the
IC-to-1/C skew is defined from 1.5 V at the sender to the actual thresholds of the recipient’s I/C, the value of
the maximum input skew from 1.5 V to actual thresholds with linear 0.4 V/ns input defined in IC input skew
above is added to the modified tps value. The resulting value is the setup time with 0.4 V/ns transitions
through 1.5 V that shall be met to be equivalent to the setup time generated in a functioning system.

B.5.2.30 Data hold time at IC component (tpnic) (modes higher than 4 only)
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This parameter defines the minimum hold time at the input to the recipient’'s IC given linear 0.4 V/ns
transitions on DD(15:0) and STROBE through 1.5 V. ltis included so that IC designers will have an explicit
recipient hold time to be simulated during the design phase that will result in a functional system. The
formula and details used to determine tpyc are identical to the ones used to determine tpy except for the
following. First, the IC-to-IC skew is used rather than IC-to-connector skew as in tps. Second, since the IC-
to-IC skew is defined from 1.5 V at the sender to the actual thresholds of the recipient’s IC, the value of the
maximum input skew from 1.5 V to actual thresholds with linear 0.4 V/ns input defined in IC input skew above
is added to the modified tps value. The resulting value is the hold time with 0.4 V/ns transitions through 1.5 V
that shall be met to be equivalent to the hold generated in a functioning system.

B.5.2.31 Data valid setup time at IC component (tpvsic) (modes higher than 4
only)

This parameter defines the minimum setup time that the sender must generate at the 1/0 pin into a defined
load in order to meet all setup times in a system. It is included so that IC designers will have an explicit
sender setup time to be simulated during the design phase that will result in a functional system. The formula
and details used to determine tpysc are identical to the ones used to determine tpys except for the following.
First, the maximum PCB trace skew, the maximum falling source transition delay, and minimum rising source
transition delay are removed from the equation because they account for the skews that occur after the IC.
Second, since the maximum output skew includes noise on the signal seen in a functional system that is
usually not included in a simulation of an I/O into a lumped load, the noise skew defined above is added to
the modified tpys value. The resulting value is the setup time at the sender IC that shall be met to be
equivalent to the setup requirements for a system.

B.5.2.32 Data valid hold time at component IC (tpyuic) (modes higher than 4 only)

This parameter defines the minimum hold time that the sender component must generate at the 1/O pin into a
defined load in order to meet all hold times in a system. It is included so that IC designers will have an
explicit sender hold time that could be simulated during the design phase that will result in a functional
system. The formula and details used to determine tpyyc are identical to the ones used to determine tpyy
except for the following. First, the maximum PCB trace skew, the maximum falling source transition delay,
and the minimum rising source transition delay are removed from the equation because they account for the
skews that occur after the component I1/O. Second, since the maximum output skew includes noise on the
signal seen in a system that would not be part of a simulation of and I/O into a lumped load, the noise skew
defined above is added to the modified tpyy value. The resulting value is the hold time at the sender
component I/O that shall be met to be equivalent to the hold requirements for a system.

B.5.3 Ultra DMA Protocol Considerations

B.5.3.1 Recipient pauses

The Ultra DMA protocol allows a recipient to pause a burst at any point in the transfer. The clauses below
discuss some of the issues and design considerations associated with the Ultra DMA recipient pausing
protocol.

DMARDY- minimum negation time
An Ultra DMA recipient pause is initiated through the recipient's negation of DMARDY-. Once DMARDY- is

negated, the protocol allows for additional words to be transferred. Pausing is typically done for two reasons.
One is that the recipient’s input FIFO or buffer is almost full and would overflow if the burst continued. The
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second is that the recipient is preparing to terminate the burst. Normally the case of pausing to free space in
the FIFO or buffer would result in DMARDY- being negated for at least a few transfer cycles. However, there
is no minimum time for the negation of DMARDY-. The recipient does not have to wait for possible additional
words or for any minimum time from when the recipient negates DMARDY - until it re-asserts DMARDY-. If,
after negating DMARDY-, the recipient becomes ready, it may immediately reassert DMARDY-. Based on
the implementation of the sender, a negation and immediate re-assertion of DMARDY- may cause a
subsequent STROBE to be delayed. It is recommended that some hysteresis be used in the FIFO trigger
points for assertion and negation of DMARDY- to avoid DMARDY- being negated after every word or two.

Number of additional words from sender

An Ultra DMA burst may be paused with zero, one, or two additional data transfers as seen at the recipient
connector for modes 0, 1, and 2, and up to three additional transfers for modes 3, 4, 5, and 6. This does not
imply that the sender is allowed to send up to two or three more STROBES after it detects the negation of
DMARDY-. In most cases it would be a violation of tgrs to do so. Rather than counting words after detecting
the negation of DMARDY-, under all conditions the sender stops generating STROBE edges within tgrs of the
recipient negating DMARDY-. Even in cases where tgrs is met and less than the maximum number of words
are sent, it is still possible for the recipient to see the maximum number of STROBE edges after it negates
DMARDY-. This is due to the delay of the signals through the cable. An example of this is explained below
and shown in Figure 112.

In mode 2 when the STROBE time is 60 ns and signal delays add up to 6 ns, both STROBE from sender to
recipient and DMARDY- from recipient to sender experience a cable delay of 6 ns. While the recipient
negates DMARDY- after the sender toggles STROBE, it does not receive the STROBE transition until after
the DMARDY- negation. This would account for the first word received. By the time the sender detects the
DMARDY- negation, there are only 49 ns until the next STROBE. This STROBE is within tgrs S0 the sender
may send STROBE without violating the protocol. To the recipient, this would be the second transfer after it
has negated DMARDY-, but to the sender it would be the first and only allowable STROBE transition after
detecting the DMARDY- negation.

~—— 60 ns ———>

STROBE @ sender

— 49 ns ——>

DMARDY- @ sender

— ~*—6ns

STROBE @ recipient \

— ~*-6 ns

DMARDY- @ recipient

- |4-5ns

Figure 112 - STROBE and DMARDY- at sender and recipient

Sender output data handling during a pause

In most cases of a recipient pause, a sender stops toggling STROBE in less than one transfer cycle time after
DMARDY- negates at its input in order to meet tgrs. Since the incoming DMARDY- negation is asynchronous
with the sender's internal clock, the incoming DMARDY- signal should be synchronized with the internal clock.
In this condition data may be gated or latched to DD(15:0) but never strobed.

If an output register is used when data is transferred from memory for presentation on DD(15:0), no
assumptions are made that that data has been or will be transferred. If a pointer in memory is incremented or
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the data is cleared from memory when it is sent to the output register, data may be lost unless some recovery
mechanism is present to decrement the pointer or restore the data if it is never strobed due to a burst
termination after a pause. During a pause, other bus activity like a Status register read might occur. A
design using an output register would have data in that register overwritten during this other activity. Other
designs may involve similar considerations. It is most important to remember that data on DD(15:0) is not
sent and is not to be treated as sent until there is a valid STROBE edge.

Additional words at recipient

After DMARDY- is negated, the recipient may receive additional data words. There will be some output delay
of DMARDY- from the logic that first generates it inside the IC to the connector, and there will be input delay
of STROBE from the connector to inside the IC. In addition to this, data may be pipelined before the FIFO
and there may be logic delays between triggering a near full condition in the FIFO and generating the
DMARDY- negation. The depth of the recipient's input FIFO where it triggers a condition to negate
DMARDY- to avoid an overflow is therefore dependent on the particular design approach. When determining
the FIFO trigger point, all FIFO near-full trigger threshold-to-DMARDY- negation delays, the cable delay, tres
time, input delays, input data pipelining, and the minimum cycle time for the mode supported should be
considered.

The recipient may receive STROBE edges until tgp after it negates DMARDY-. The receipt of two or three
words by the recipient after a pause has been initiated is not an indication that the sender has paused. The
recipient waits until tgp after the pause was initiated before taking any other action (e.g., terminating the
burst). Waiting tgp allows for cable delays between the recipient and sender and allows the sender time to
complete its process of transitioning to a paused state. The process of switching to a paused state may take
additional system clocks after the sender has sent it's last STROBE transition.

Since the recipient’'s and sender’s clocks are asynchronous with respect to each other, there is not a single
fixed number of words that the recipient will receive after negating DMARDY-. Every time a recipient begins a
pause, a sender may send from zero to the maximum number of words specified for the mode. The Ultra
DMA protocol does not give the recipient any means of pausing or stopping on an exact, predetermined
boundary.

B.5.3.2 CRC calculation and comparison

For each STROBE transition used for data transfer, both the host and device calculate a CRC value. Only
words successfully transferred in the transfer phase of the burst are used to calculate this value. This
includes words transferred after a pause has been requested. Words put on DD(15:0) but never strobed are
not to be used for CRC calculation. In addition, if STROBE is negated at the end of a pause and then the
burst is terminated, the protocol requires STROBE to be re-asserted after DMARQ is negated or STOP is
asserted. No data is transferred on this STROBE edge and any data on DD(15:0) that was not strobed
during the transfer phase of the burst is not used in the CRC calculation on this re-assertion of STROBE.

It is not advisable to use STROBE to clock the CRC generator. Noise on the STROBE signal could cause the
recipient's CRC generator to double-clock the generator on a single edge. At the same time, the noise glitch
seen by the CRC generator may not affect the data input portion of the logic. This type of implementation has
led to CRC errors on systems where data is properly received but the wrong CRC value is calculated. Using
different versions of STROBE to clock the CRC generator and to clock data into the FIFO or buffer also leads
to a fatal error that has been seen on an implementation of the Ultra DMA protocol. Noise, lack of setup or
hold time, race conditions in the logic, or other problems could result in the wrong data being clocked into the
FIFO or buffer. At the same time the correct data may be clocked into the CRC generator since it is using a
different instance of STROBE. In this case, the resultant CRC value is correct when the data in the recipient
is not.

Designs may internally generate a delayed version of STROBE that is synchronous with the recipient clock.

This synchronized version of the STROBE is then used to place data into the FIFO or buffer. It is advisable
for the recipient to use the same clock that places data into its FIFO or buffer to clock data into its CRC

Page 212



T13/1698D Revision 3

generator. Following this design approach will maximize the probability of clocking the same data into both
the CRC generator and FIFO or buffer and clocking both the same number of times.

The standard includes the equations that define the XOR manipulations to make on each bit and the structure
required to perform the calculation using a clock generated from STROBE. Through the given equations, the
correct CRC is calculated by using a small number of XOR gates, a single 16-bit latch, and a word clock (one
clock per STROBE edge). The equations define the value and order of each bit, and the order of each bit is
mapped to the same order lines of DD(15:0). The CRC register is pre-set to 4ABAh. This requires pre-
setting the latch (CRCOUT) to 4ABAh before the first word clock occurs. After that, CRCIN15 to the latch is
tied through to CRCOUT15. When the burst is terminated CRCOUT15 is the final CRC bit 15 that is sent or
received on DD15. This direct matching of bit order is true for all CRC bits. The proper use of the data sent
on DD(15:0) during the burst transfer is defined in the equations. The value on the DD15 signal line has the
same value as bit DD15 in the equations to calculate CRC. This direct mapping is true for all bits strobed on
DD(15:0) during a burst.

Once the burst is terminated and the host sends the CRC data to the device (the host always sends the CRC
independent of whether the burst was a data-in or data-out transfer), the device compares this to the CRC it
has calculated. While other CRC validation implementations may be possible, a CRC input register may be
used on the device in combination with a digital comparator to verify that the CRC value in the input register
matches the value in its own CRC calculation register.

The longer the Ultra DMA burst size the greater the likelihood of an undetected error. Burst lengths longer
than 131,072 bytes will increase the probability of undetected errors above that of ATA/ATAPI-6 and earlier
standards.

B.5.3.3 The IDENTIFY DEVICE and IDENTIFY PACKET DEVICE commands

A device communicates its Ultra DMA capabilities and current settings to the host in the data returned by the
device as a result of an IDENTIFY DEVICE or IDENTIFY PACKET DEVICE command.

For the PIO and Multiword DMA protocols, only the host generates data STROBES so the minimum cycle
times reported for those protocols in the IDENTIFY DEVICE and IDENTIFY PACKET DEVICE data are used
by the host for both data-in and data-out transfers to insure that the device’s capabilities are not exceeded.
For the Ultra DMA protocol, both the host and device strobe data depending on the direction of the transfer.
The host determines a mode setting based on both the device’s capabilities and its own. The sender may
send data (toggle STROBE) at a minimum period of tcyc. A recipient receives data at the minimum tcyc for
the currently active mode. If the device indicates that it is capable of an Ultra DMA mode, it receives at the
minimum time for that mode, no additional cycle time information is required.

B.5.3.4 STROBE minimums and maximums

The Ultra DMA protocol does not define a maximum STROBE time. The sender may strobe as slowly as it
chooses independent of the mode that has been set, though it has to meet the specified setup and hold times
for the mode that has been set by the host. The sender is also not required to maintain a consistent cycle
time throughout the burst. It would not be a violation of protocol for the cycle time to change on every cycle
so long as all cycles are longer than or equal to the minimum cycle time for the mode that is set. An upper
timing bound or PLL is not used by the recipient to qualify the STROBE signal. Regardless of the frequency
of the STROBE, the recipient has to meet the setup and hold times of the received signal specified for the
mode that has been set. The limit on the maximum STROBE time is determined by the system time-out.
This time-out is typically on the order of a few seconds. If a device begins to strobe once every ten seconds
during a data-in burst, this would not be in violation of the protocol. However, this could cause a software
driver to determine that the device is not responding and perform a recovery mechanism. The recovery will
often be a hardware reset to the device.
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Unlike a recipient pause where the recipient has to wait tgp after negating DMARDY- before the pause is
complete. The sender may consider the burst paused as soon as it meets the data hold time tpyy. The
implication of this is that data to the recipient may stop on any word. After each word, the recipient waits (with
exception of pauses or stops) but never requires an additional word before allowing the burst to be
terminated.

B.5.3.5 Typical STROBE cycle timing

Neither minimum nor typical cycle times are required to be used by the sender. Other cycle times may be
used by systems that do not have internal clocks that provide a frequency to generate signals at those cycle
times. The typical mode 1 cycle time of 80 ns will not be met using a common system clock rate of 66.7
MHz. Instead a STROBE cycle time of 90 ns for mode 1 is used and is not a violation of the specification. A
typical cycle time of 90 ns reflects 22.2 megabytes per second.

B.5.3.6 Holding data to meet setup and hold times

Following are three examples of holding data in an attempt to meet the setup and hold times. The first
method is to use the same clock edge to change data and the STROBE, but delay the data through some
gates. The second method is to use one edge of the clock to change the STROBE and then use the next
opposite edge to change data (half cycle). The third method is to use one active edge of the clock to change
STROBE and the next to change data.

Using gate delays to hold data may lead to large variations in hold time over process, temperature, and
supply voltage. Meeting Ultra DMA mode 4 or higher timings with gate delays to hold data is not advisable
and could lead to timing violations under some conditions. Mode 4 hold time may be met by a single
66.6MHz clock cycle with all timings being met. With a slower 25, 30, or 33 MHz clock, a half cycle rather
than full cycle hold would be required in order to still meet the setup time requirements for the higher modes.
If the data transitions are not at the middle of a mode 4 or higher cycle, either the setup or hold time margin
will be reduced.

B.5.3.7 Opportunities for the host to delay the start of a burst

After a device has asserted DMARQ, the host has one opportunity to delay the start of the burst indefinitely
for a data-in burst and two opportunities for a data-out burst. For both a data-in and a data-out burst, the first
opportunity that the host has to delay the burst is by delaying the assertion of DMACK-. This delay has no
specified maximum limit. This is necessary for cases of overlap in system bus access that may cause a
delay in the time it takes for the host to become ready to receive data from a device after sending a data-in
command. For a data-out burst, the host may delay the first STROBE signal. The difference in overhead
between delaying and not delaying may seem small but may still be used to optimize for a faster overall
system data transfer rate. The device does not delay its STROBE indefinitely since the device controls the
signal that starts the transfer process (DMARQ).

Note that it is a violation of the protocol to terminate the burst unless at least one word has been transferred.
After asserting DMACK- the host sends or receives at least one word of data before terminating a burst.

B.5.3.8 Maximums on all control signals from the device

The timings for all signals from the device used to perform burst initiation, pause, and burst termination have
maximum values. This is to bound the time it takes to perform burst initiation, pause, and termination so the
host always knows in advance how long tasks performed by the device may take. Rather than waiting a few
seconds for a command or burst to time-out, the host determines that a problem exists if activity is not
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detected within the specified maximums and sets time-outs for functions performed by the device. For
instance, the longest the initiation of a data-in burst may take from the host assertion of DMACK- to the first
STROBE is tgyy max plus tgs max. Also, the host may require a burst to terminate in a timely manner in order
to service some other device on the bus or the system depending on the chip set design.

B.6 Cable detection

The ATA interface was originally designed to use a 40-conductor cable assembly. To achieve transfer rates
for Ultra DMA modes greater than 2 an 80-conductor cable assembly was developed. This assembly
improves signal quality allowing for the faster transfer rates. The improvement in signal quality provided by
the 80-conductor cable assembly is the result of placing ground lines between each of the 40 signal lines to
decrease crosstalk and reduce settling times. In order to use Ultra DMA modes greater than 2, hosts are
required to determine that an 80-conductor cable assembly is installed in the system. The methods for
performing this detection are described in the standard. The following clauses provide additional information
about determination of cable assembly type.

B.6.1 80-conductor cable assembly electrical feature

In order to allow detection of the presence of an 80-conductor cable assembly by a host, a unique electrical
configuration for the 80-conductor cable assembly was developed. For the 40-conductor cable assembly,
PDIAG- is connected to the associated pin on all three connectors. For the 80-conductor cable assembly,
PDIAG- was opened between the device connectors and the host connector and grounded in the host
connector. Since PDIAG- is pulled up through resistors on devices, this signal will be electrically high at the
host connector pin in a system with a 40-conductor cable assembly, and will be at ground at the host
connector pin in a system with an 80-conductor cable assembly. Therefore, the host can determine the cable
assembly type by sensing the electrical state of this pin. PDIAG- was renamed to be PDIAG-:CBLID- to
reflect this additional function. PDIAG- remains connected between the two devices in the 80-conductor
cable assembly for proper power-on and hardware reset handshaking.

B.6.2 Host determination of cable assembly type

In a system with an 80-conductor cable assembly, devices cannot affect the state of CBLID- at the host
connector since that signal is open to the host and is grounded inside the host connector. In a system with a
40-conductor cable assembly, the state of PDIAG- at the host will be the same at all three connectors. Since
the devices are required to have pull-up resistors on PDIAG-, the state of that signal will be high when all
devices have released it. The standard specifies that devices shall release PDIAG- after the first command
has been sent to Device 1 after a power-on or hardware reset. If, after that, the host senses the signal as
electrically high, a 40-conductor cable assembly is installed in the system. If the host senses the signal as
electrically low, then there are two possibilities: either an 80-conductor cable assembly is installed in the
system, or a 40-conductor cable assembly is installed in the system and Device 1 is continuing to assert
PDIAG- after is should have released that signal.

Any device claiming compliance to ATA-3 or later as indicated in IDENTIFY DEVICE or IDENTIFY PACKET
DEVICE data should properly release PDIAG- after a power-on or hardware reset upon receiving the first
command or after 31 seconds have elapsed since the reset, whichever comes first. This is why the standard
specifies that one of those two commands is to be sent to Device 1 before a host samples the state of
CBLID-. From the returned data the host can determine that device 1 indicates compliance with the
standard, and, if it does, that the device has released PDIAG-.
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An advantage of this detection method is that the cable assembly type may be determined by the host
regardless of the devices attached to the cable. Two disadvantages are: this method does require an IC pin
on the host for each port to connect to CBLID-, and, as described above, it is possible for a host to make an
incorrect determination of cable type if a device is present that does not correctly release PDIAG-.

B.6.3 Device determination of cable assembly type

A second method for determination of cable assembly type was developed because some hosts capable of
operating at Ultra DMA modes greater than 2 were unable to connect to CBLID-, even though this is required
by the standard. For this method the host is required to place a capacitor on CBLID- to ground. After
receiving an IDENTIFY DEVICE or IDENTIFY PACKET DEVICE command a device negates PDIAG-:CBLID-
allowing the capacitor (if present) to discharge, releases PDIAG-:CBLID-, samples PDIAG-:CBLID- within a
window where the signal would still be low before the capacitor charges, and then returns data for the
command. If the device senses the signal as electrically low, then there are two possibilities: either a 40-
conductor cable assembly is installed in the system, or an 80-conductor cable assembly is installed in the
system and Device 1 is continuing to assert PDIAG- after is should have released that signal. If the device
senses the signal as electrically high, then an 80-conductor cable assembly is installed in the system. The
device places the results from its determination of cable assembly type into the data returned for the
IDENTIFY DEVICE command.

As with the host determination method, the host uses the data from the IDENTIFY DEVICE or IDENTIFY
PACKET DEVICE command from both devices to verify that Device 1 indicates compliance with ATA-3. The
host then checks to see what cable assembly type the device indicates having determined. For this algorithm
the host issues the IDENTIFY DEVICE or IDENTIFY PACKET DEVICE command to Device 1 first to insure
that it has properly released PDIAG-.

Two advantages to device determination of cable assembly type are, first, the host is not required to use an
IC pin for PDIAG- on each port that supports Ultra DMA modes greater than 2. The device assisted cable
detection method provides the only solution for this configuration. Second, while both the host and device
cable assembly type determination methods may result in incorrect determination of cable assembly type
when Device 1 does not correctly release PDIAG-, Device 0 will indicate that it has determined that a 40-
conductor cable assembly is installed when an 80-conductor cable assembly is installed. Though the host will
not set Device 0 to operate at Ultra DMA modes greater than 2, this will not result in the potential for poor
system operation that could result if a host set a device to operate at Ultra DMA modes greater than 2 when a
40-conductor cable assembly is installed in a system.

B.6.3.1 Capacitor on CBLID-

All devices must be able to assert PDIAG-. This is required for the device to function as Device 1 during
execution of the power-on hardware and software reset protocols. The standard recommends an open
collector output on that pin. Some designers may chose to use drivers capable of a high-impedance state for
this signal but never negate it. The signal is negated to a high state through a required 10 kQ pull-up resistor
on each device. All devices must also be able to detect the state of PDIAG-. This is required for the device
to function as Device 0 during execution of the power-on hardware and software reset protocols. The timing
for asserting or detecting PDIAG- power-on hardware and software reset protocols is on the order of
milliseconds or more so the assertion and detection need not be controlled by hardware only but rather be
controlled through firmware or some combination of hardware and firmware. In order for the device detection
algorithm to work properly, the device firmware needs to have I/O control of PDIAG-.

Capacitor size determination
The device pull-up on PDIAG- must always be to 5 V rather than 3.3 V as is required for all other signals for
Ultra DMA mode 5. On some hosts a 10 kQ pull-down resistor was placed on PDIAG-:CBLID- so that the

signal could be connected to a non-5 V tolerant input. In this case, the pull-down resistor acts in conjunction
with the device pull-up(s) to divide the PDIAG-:CBLID- voltage. If a 3.3 V pull-up is used, the value of CBLID-
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detected by the host input could be only 1.5 V, which is not a valid high level. The determination of capacitor
size is based on a pull-up to 5 V.

With the capacitor installed, the power-on and reset handshaking must still function. At the beginning of this
handshaking, Device 1 releases PDIAG- within 400 ns after reset, and the signal must be electrically high
within 1 ms after reset. While a single Device 1 configuration is defined in the standard, this is an atypical
configuration. However, the timing for handshaking during the power-on and reset protocols for all
configuration must be taken into account when selecting a capacitor value. The pull-up resistors on the
devices are specified to be 10 kQ plus or minus 5%. In addition, a device may have up to 20 pF of load on
any signal, the host may have up to 25 pF of load on any signal, and the cable may add an additional 40 pF to
any signal.

V = threshold voltage

Vpy = pull-up voltage

C = Capacitive load on signal
R = pull-up resistor value

t = time to reach threshold

V = Vpy (1 - e (R)y assuming that the starting voltage is 0 V
SolvingforC: C=-t/(R(In(1-(V/Vpy))))
Solvingfort: t=(-R*C)=*(In(1-(V/Vpy)))

As described above, there are host systems that place a 10 kQ pull-down resistor on PDIAG-:CBLID- at the
host. The worst-case condition for slow pull-up on PDIAG- would be with a +5% resistor on the device, a
—5% resistor at the host, and a —10% supply voltage. The Thevenin equivalent of this voltage divider circuit
given these values is the following:

Viy =20V
VpU =214V
R =4990 O
t=1.0ms

Using the equation for C and the values immediately above, the maximum value that may be used for C is
0.073 pF. With a higher value, the timing for handshaking may no longer be met. A lower value shortens the
time to charge the capacitor by the device pull-up resistors making the detection window narrower. A
standard value capacitor is 0.047 uF. With a 20% tolerance, the maximum value would be 0.0564 pF, which
is within the maximum limit. The additional loading of 20, 25, and 40 pF for the device, host, and cable as
mentioned above is insignificant given this order magnitude capacitor.

Timing window determination

Given the selection of a 0.047 pF capacitor, the limits of the window where PDIAG- would be high for an 80-
conductor cable and low for a 40-conductor cable may be determined.

The minimum time of the window is determined by the maximum time it will take for PDIAG- to go to an
electrically high state with an 80-conductor cable assembly installed in a system. With an 80-conductor cable
assembly installed, the capacitor would not be loading the PDIAG- signal because the signal is not connected
from the host to the devices. The only load would be that of the device itself (20 pF maximum) and the cable
(40 pF maximum). Since the load of the cable is independent of the number of devices attached, the
maximum rise time will be for the case with a single device installed on the cable. As described above, the
pull-up resistor is connected to 5 V in order to be compatible with some hosts. The pull-up resistor could be
10 kQ +5%.

R = 10500 ohm
Vpu =45V
Viu=2.0V

C =60 pF
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With the above values and the time equation given in E.6.3.1.1, the longest time that PDIAG- may take to
reach the electrically high state in a system with an 80-conductor cable assembly installed is 0.3 ps.

The maximum time of the window is determined by the minimum time that it will take for PDIAG- to an
electrically high state with a 40-conductor cable assembly installed in a system. With a 40-conductor cable
assembly installed, the capacitor at the host is connected to the devices through the cable. Since each
device has a pull-up resistor, the shortest time for the signal to go to an electrically high state will occur when
two devices are installed on a cable. Each device will have a pull-up resistor as low as 9.5 kQ (10 kQ minus
5%). Additionally, some devices have pull-up current through their IC. The highest additional IC pull-up
current may be equivalent to a 27500 Q resistor. The two external and two internal pull-up resistors in
parallel are equivalent to a single 3530 Q resistor. An ATA output driver must be able to drive V,_of 0.5 V at
lo.. To reach 0.5 V with an I, of 4 mA, the driver must have a resistance to ground of less than 125 Q. At
125 Q, a driver would pull-down a 3530 Q load to 188 mV (i.e. 5.5 * 125 * ( 3530 + 125 ) ). Assume though
that the voltage is only pulled to 0.3 V before it is released.

R =3530 Q
VpU =55V
C =0.0376 pF (lowest value for 20% tolerance capacitor)

WithV =0.8V:t=20.4 ps
WithV=03V:t=7.4ps

With the above values, the shortest time that PDIAG- may take to reach an electrically high state with a 40-
conductor cable (from 0.3 to 0.8 V) is 13 ps.

It is also important to know how long it will take to discharge the capacitor when a device asserts PDIAG-.
The maximum time to discharge the capacitor (down to 0.3 V) would depend on the maximum resistance to
ground. As stated above, the driver itself may have 125 Q maximum. In combination with the 3530 Q pull-
up, the lowest level that the signal could reach is 188 mV. Assuming this were 200 mV, the exponential curve
will be to a minimum of 200 mV. This would be equivalent to a curve from 5.3to 0 V.

V = Vey (e 115
Solvingfort: t=(-R*C)=* (In (V/Vpy))

V=01V
VpU:5.3V
R=125Q

C =0.0564 pF (maximum for 20% tolerance capacitor)

These numbers result in a maximum 28 s to discharge the capacitor.
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ANNEX C. REGISTER SELECTION ADDRESS SUMMARY
(INFORMATIVE)

Table 57 summarizes the selection addresses for registers for all except the PACKET and SERVICE
commands. Table 58 summarizes the selection addresses for registers for the PACKET and SERVICE
commands.

Table 57 - Register functions and selection addresses except PACKET and SERVICE commands

Addresses Functions
CSO0- CS1- DA2 | DA1 | DAO Read (DIOR-) Write (DIOW-)
N N X X X Released Not used
Control block registers
N A N X X Released Not used
N A A N X Released Not used
N A A A N Alternate Status Device Control
N A A A A Obsolete(See note) Not used
Command block registers
A N N N N Data Data
A N N N A Error Features
A N N A N Sector Count Sector Count
A N N A A LBA Low LBA Low
A N A N N LBA Mid LBA Mid
A N A N A LBA High LBA High
A N A A N Device Device
A N A A A Status Command
A A X X X Released Not used
Key:
A = signal asserted N = signal negated x = don't care
NOTE - This register is obsolete. It is recommended that a device not respond to a read of this
address.
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Table 58 - Register functions and selection addresses for PACKET and SERVICE commands

Addresses Functions
CS0- | CSs1- DA2 | DAl | DAO Read (DIOR-) Write (DIOW-)
N N X X X Released Not used
Control block registers
N A N X X Released Not used
N A A N X Released Not used
N A A A N Alternate Status Device Control
N A A A A Obsolete(See note) Not used
Command block registers
A N N N N Data Data
A N N N A Error Features
A N N A N Interrupt reason
A N N A A
A N A N N Byte Count low Byte Count low
A N A N A Byte Count high Byte Count high
A N A A N Device select Device select
A N A A A Status Command
A A X X X Released Not used
Key:
A = signal asserted N = signal negated x = don't care
NOTE — This register is obsolete. A device should not respond to a read of this address.
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